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Abstract

We examine the effect of decimalization on institutional investors using proprietary
data. In particular, we examine the time and the number of trades it takes to execute a
given trading decision, as well as the price impact of these trades. We use three
different benchmarks to determine the price impact of a trade. Unlike the transition of
the minimum tick size from eighths to sixteenths, we find no significant changes in the
implicit costs of trading for institutional investors following decimalization. Our results
survive extensive partitioning of the data and are surprising in light of an oft-repeated
complaint among professional traders that liquidity is hard and expensive to find in a
post-decimal trading milieu. These findings have important regulatory implications.



1. Introduction

On January 29, 2001, the New York Stock Exchange (NYSE) converted all of its listed
issues to decimal pricing, thereby ending a two-hundred-year tradition of trading in
fractions. At least four other papers (Chakravarty, Wood and Harris (2001), Charkavarty,
Van Ness and Van Ness (2001), Chung, Van Ness and Van Ness (2001) and Bacidore, Battalio
and Jennings (2001)) investigate various aspects related to market liquidity and trader
behavior around the several pilot rounds that preceded the complete switchover to
decimalization. A major result emerging from the above research is that both quoted and
effective spreads have decreased significantly as have the corresponding bid and ask depths
and adverse selection costs. The direction of these results is not surprising since other
researchers report declines in spreads and depths following the conversion of trading in
eighths to sixteenths on the NYSE in June 1997 as well as the movement to decimals in
foreign stock markets.!

What is in debate, however, is the exact nature of trading costs faced by traders - and
especially the large institutional traders -- in the wake of decimalization. While a reduction
in spreads (as reported by Chakravarty et al. (2001)) implies a reduction in trading costs, a
simultaneous reduction in depths at these improved prices further implies that to execute an
order of a given size requires deeper forays into the limit order book, relative to the pre-
decimal (or sixteenths) world. And nowhere is this problem more likely to be felt than with
institutional trades that are characterized by their large sizes, taking multiple transactions,
sometimes spanning multiple days, to complete. Thus, if there were a drop off in liquidity
available outside the best bid and offer (BBO) prices, then it would cost more to execute
large trades while if the supply of liquidity were plentiful in the vicinity of the BBO, then
institutional execution costs would remain unchanged (or even improve). Unfortunately,
what is unobservable in the publicly available intra-daily transactional databases, such as
TAQ (available from the NYSE), is the available supply of liquidity outside the best bid and
offer (BBO) prices. TAQ also does not identify the traders behind each reported transaction,

' See, for example, Bacidore (1997), Bollen and Whaley (1998), Ricker (1998), Ronen and Weaver (1998),
Goldstein and Kavajecz (2000), and Jones and Lipson (2001).
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making it impossible to compute transactions costs in protracted trading by a single
institutional trader. It is therefore impossible to determine, from such data, if large traders
are experiencing greater transactions costs in the wake of decimalization.

In this paper, we add new empirical evidence to this debate by using a proprietary
data set of institutional orders and trades to gauge the pattern of their trades and their
impact on prices around the time the NYSE switched completely to decimal trading.
Specifically, we obtain a sample of institutional trades in NYSE stocks between October 1,
2000, and March 31, 2001. To isolate the specific effect of decimalization on institutional
execution costs, we select institutional trades in only those NYSE stocks that were not a part
of the decimal pilot (and, hence, trading in sixteenths) over the period of October through
January 26, 2001, and then converted to trading in decimals once the entire NYSE went to
decimal trading beginning Monday January 29, 2001. To get a perspective of our results, we
also obtain institutional trading records in the same stocks over a benchmark period of the
first quarter of 2000 (Q1, 2000). Our sample selection procedure therefore eliminates stock-
specific effects on the measurement of trade execution costs. Additionally, mindful of Keim
and Madhavan'’s (1996) caution about the importance of the choice of pre-trade benchmark
prices in estimating institutional price impact, we perform our analysis with multiple
benchmark prices.

Our tests span a number of relevant partitions of the data considered relevant by the
extant literature such as the market capitalization of the stocks traded by the institutions, buy
versus sell trading decisions, complexity of trading decision and the underlying institutional
managers’ investments style. We also perform multivariate tests to isolate the potential
impact of decimalization after controlling for all relevant determinants of price impact.

Our main result is that even though institutions appear to be taking longer -- in time
and in the number of transactions -- to complete a given decision size after decimalization,
they are in fact trading more (in terms of trade size and dollar volume) following
decimalization and that their implicit trading costs, as measured by the price impact of their
trades, show no significant change. An important implication of our finding is that liquidity
supply outside the BBO remains unchanged in the wake of decimalization in the NYSE. The
latter underscores the fact that the possibility of “penny-jumping” in the NYSE, in the wake

of decimalization, discussed by Chakravarty et al. (2001), may not have actually come to
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pass. Our findings are also consistent with an internal study by the Plexus Group (2001)
and appear to contradict popular opinion on Wall Street that institutional investors have
been short changed by decimalization? thereby nullifying the industry’s demand for a nickel
price increment3. Our results should provide comfort to regulators facing scathing criticism,
mostly by practitioners and some academics, related to the possibility of a drop in liquidity
supply in a post-decimal trading milieu.

Our research is most closely related to Jones and Lipson (2001) who investigate
institutional execution costs around the changeover in minimum ticks from eighths to
sixteenths in June of 1997. They find that realized execution costs in their sample of firms
increase after the changeover, especially for orders that were not ‘worked’ by the
institutions.# While the apparent difference in our results with those of Jones and Lipson is
curious, a closer examination of the two samples perhaps explains the difference. First,
while they report an average Plexus trade size of about 37,000 (38,000) shares pre-change
(post-change), our sample shows an average Plexus trade size of about 53,000 (71,000) shares
pre-decimals (post-decimals). Second, while about 14% of the observations in their sample
are worked orders (their Table 5, p. 265), over 30% of our observations are worked -- taking
either longer than a day or more than one broker to execute. Particularly relevant is the fact
that, consistent with our results, they find little changes in execution costs for the unworked
orders in their sample.

The plan for the remainder of the paper is as follows. Section 2 discusses the related
literature. Section 3 provides the backdrop of our analysis and discusses the data. Section 4
provides multiple ways to measure transactions costs and provides univariate analyses of

transactions costs on various partitions of the data. Section 5 extends the analyses to a

? Thus, for example, a recent letter to the Security Industry Association (SIA) claims: “The execution of large
orders has been hampered by reduced depth of the Exchange’s limit order book and by increased instances of market
participants stepping ahead of orders by increments of as little as one penny, ” while Pete Jenkins, Head Trader at
Zurich-Kemper, is quoted as saying, “ The net effect has been for the institutional trader to lose control of his/her order
flow, since no effective tools exist in the NYSE listed market to reach the market efficiently.”

3 See “Decimal Move Brings Points Of Contention From Traders,” (Wall Street Journal, February 12, 2001, p. C1) and
“Deals & Deal Makers: Grasso Says NYSE Must Stick to Penny As Trade Increment,” ((Wall Street Journal, March 22,
2001, p. C18).

“ Jones and Lipson define an order to be ‘worked’ if it takes more than a day to execute or if it is executed by
more than one broker.
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multivariate examination. Section 6 concludes with a discussion.

2.  Related Literature

While there has been a longstanding interest among financial economists on the
impact of the equity trading process on stock prices, over the last decade an impressive
amount of research has been conducted in documenting institutional execution costs under a
variety of circumstances. What makes this area of research interesting is the fact that
institutions trade large quantities and they trade often, which makes them significantly
impact prices. There appear to be two main streams of research involving institutional
price impact studies. The first stream investigates the determinants of such price impacts.
Thus, for example, Chan and Lakonishok (1995) report that institutional trading impact and
trading cost are related to firm capitalization, relative decision size, identity of the
management firm behind the trade and the degree of demand for immediacy. Keim and
Madhavan (1997) focus on institutional investment styles and its impact on their trading
costs. They report that trading costs increase with trading difficulty and that these costs vary
with factors like investment styles, order submission strategies and exchange listing.

The second stream of research focuses on the location of trading including upstairs
versus downstairs markets as well as across U.S. equity markets. For example, Keim and
Madhavan (1996) investigate a sample of “upstairs” trades in the NYSE and report that price
movements (up to four weeks prior to the trade date) are significantly positively related to
trade size - consistent with information leakage. More importantly, and related to our
work, they point out the importance of the choice of pre-trade benchmark prices in
estimating institutional price impact. Madhavan and Chang (1997) compare execution costs
in both upstairs and downstairs markets and find the economic benefits of upstairs trading
are small for the average-sized block trade. Chan and Lakonishok (1997) compare
institutional trade execution costs across the NYSE and the NASDAQ and report that, after
appropriate controls, costs are lower on NASDAQ (NYSE) for smaller (larger) firms. Jones
and Lipson (1999) compare institutional execution costs across major U.S. Exchanges and
find that execution costs (including commissions) are indistinguishable across these

exchanges.



The third, and emergent, stream of research, and the stream to which the current
paper belongs, investigates the impact of minimum tick size reductions on institutional trade
execution costs. For example, Jones and Lipson (2001) investigate institutional trading costs
around the changeover in minimum tick-size from eighths to sixteenths in the NYSE in June
1997. They find that realized execution costs in their sample of firms increase after the

changeover and conclude that smaller tick sizes may actually reduce market liquidity.

3. Background and Data

Theoretical models, such as Kyle (1985), predict that informed investors will trade in a
progressive manner such that the full impact of their information will gradually assimilate
into market clearing prices. But such stylized models do not account for market frictions
and other imperfections that plague actual institutional order executions. Institutions tend
to trade large quantities of stock -- each decision to establish or liquidate a position requiring
multiple trades over multiple trading days and involving multiple brokers. Traditional
measures of transaction costs like the bid-ask spreads are not useful to correctly account for
all the costs embedded in such extensive trading activities by a single investor. The most
common problem is that of information leakage prior to, and contemporaneous with, the
completion of the execution of an order, which moves prices against the ongoing trade.
There is also the pure liquidity demand cost, aside from the information effect, associated
with finding contra-parties to take the other side of large trades. Thus, information on
single quotes and trades is insufficient to correctly capture the full breath of the costs faced
by the institution when unloading or building large equity positions.

We are, however, able to directly observe execution details pertaining to a large
sample of institutional equity orders provided by the Plexus Group. Plexus is a consulting
firm that advises its institutional clients on how to reduce transactions costs. Their clients
collectively manage over $2 trillion in equity assets and the firm has access to trading records
covering over a quarter of the dollar trading volume in U. S. equity markets. The importance
of Plexus data is further evidenced by its use by Keim and Madhavan (1995, 1997), Conrad et
al. (1997), and Jones and Lipson (1999, 2001).

3.1  Data
The data contain information on equity transactions of institutions complied by the
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Plexus Group as part of their advisory services to their institutional clients. Specifically, we
obtain records of all valid orders executed for Plexus clients in all NYSE stocks not trading in
decimals, over the period October 1, 2000 to January 26, 2001 (BEFORE), and over the period
January 30, 2001 - March 31, 2001 (AFTER). Since NYSE went completely decimal on
January 29, 2001, AFTER captures the post decimalization period in these stocks while
BEFORE captures the pre-decimal period when they were all trading in sixteenths. To
properly benchmark our findings, we also obtain all institutional trading records in all NYSE
stocks over the first quarter of 2000 (Q1 - 2000).

We classify all stocks in the Plexus data, over the three quarters we study, into three
equal market capitalization groups (small, medium and large), based on the closing stock
price of the last trading day of September 2000. From each group, we pick the fifty most
active stocks based on the average daily trading volume over the month of September 2000.
We do this to reduce the sample to a manageable size without compromising valuable
information. Any interesting pattern in the data is likely to be contained in the relatively
active stocks in each group. 5 From each group we now retain only those stocks that have
decision records in each of the three quarters in our study. Out of the 150 stocks in the three
groups, 11 had records only on one period, 31 had records in two period and 107 stocks had
trading records in all three periods and form the basis of our study.

It should be noted that unlike retail trades, usually completed in a single transaction,
these are large orders requiring multiple transactions, sometimes spanning multiple days.
We denote each such sequence of trades as a “trading decision”. For each trading decision,
the data include a) the stock to be traded and the date the decision was made; b) the desired
number of shares to be bought or sold; c¢) whether the decision was to buy or sell; d) the
dates the individual components of the trading decision were released to the executing
broker; e) the dates and prices at which the various components of the decision were filled;
f) the volume weighted average trade price for the stock on each of the days a component of
the decision was filled; and g) the manager submitting the orders as belonging to one of
three trading styles: value, diversified or growth.

The identification of the underlying manager’s style behind each trading decision is

* We satisfy ourselves that our results are not an artifact of the number of stocks in each size category.
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significant because it enables us to get a glimpse of transactions costs as a function of the
aggressiveness of an order. For example, value managers are investors whose trading
strategy is based on identification of undervalued stocks with a decidedly longer-term
perspective. Growth managers, on the other hand, are expected to have a shorter investment
horizon and buy and sell stocks based less on company fundamentals and more on short-
term price appreciation. Diversified managers are expected to lie in between growth and
value managers and have elements of both in their investment strategy. In terms of their
willingness to bear price impact as well as in their desire for immediacy, it is reasonable to
expect growth (value) managers to be most (least) aggressive, with diversified managers
falling in between.

3.2 Descriptive Statistics

Table 1 provides summary statistics of our data. Itis designed to provide the
backdrop with which to examine the research questions addressed in the paper. For ease of
interpretation, the statistics for small (26 stocks), medium (38 stocks) and large (43 stocks),
covered by the decisions within our sample period, are reported separately. Market
capitalization is based on closing stock prices on September 30, 2000. The average market
capitalization of stocks in the three size categories shows an impressive dispersion: $18M for
small stocks, $97M for medium stocks and $10,650M for large stocks. Given the well-known
correlation between market capitalization and trading volume and, through volume, on the
available market liquidity, our classification is designed to highlight differences the
parameters of interest across such differences in liquidity. The table highlights several
interesting patterns in the data.

First, the frequency of institutional trading activity appears to have significantly
declined over the year 2000, mirroring the fall in the stock market.6 The number of decisions
per day has almost halved over the course of the year. Itappears that institutions fled the
stock market for other safe havens during the market fall following the burst of the
technological bubble. Not surprisingly, this precipitous drop is reversed following

decimalization. The number of decisions per day increases, especially for small- and

¢ The S&P 500 Index increased by 3 percent in the first quarter of 2000 but fell by 5.7% in the last quarter of 2000
and the twenty-six days in January prior to decimalization. It continued to fall in the first quarter of 2001 by as
much as 15 percent after stocks started trading in decimals.
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medium-sized stocks, when stocks started trading in decimals. Interestingly, the increase in
number of decisions is not followed by a decrease in the average size of these decisions. In
fact, the average size of trading decisions also increases indicating that institutions are
trading more, rather than less, after decimalization. The average dollar value of trading
decisions show an increase following decimalization and approaches the levels of Q1(2000).
Institutions appear to buy and sell with similar frequency despite a fall in stock prices. Only
in the case of small stocks, do we find an interesting pattern: institutions sell more often
prior to decimalization and buy more often after decimalization. Tax selling may partly
motivate such behavior.

In summary, relatively fewer trades of larger magnitudes (i.e., larger size trades) are
executed by institutional clients following complete decimalization in the NYSE. In most
cases, institutional activity appears to be approaching the period of stock market boom just
before the bursting of the dot-com bubble.

3.3  Trading Performance

Table 2 reports details on the average (and median) number of trades per decision, the
average (and median) time to complete a decision and the average (median) number of
brokers used in each decision, BEFORE, AFTER and over Q1-2000.7 The tables are based on
fully completed decisions only.8 We classify our results by market capitalization (panel A),
by order type - buys versus sells - (panel B), by complexity of decision (panel C) and by
manager style (panel D).

Panel A shows that small and medium size stocks took significantly more transactions
to complete a decision following decimalization (1.6 to 2.3 for small and 2 to 2.6 for medium).
Transactions in large stocks stayed about the same around decimalization. We also find a
significant increase in transaction time for small and medium stocks and no change for large
stocks. The numbers for the AFTER period compare favorably with the Q1(2000) period.
Finally, the average number of brokers used shows little dispersion between BEFORE and

7 Institutions often break down a decision into several smaller components and release them individually to the
broker. Interestingly, we find that about 95 percent of all releases are filled by the broker in one trade, even
after decimalization, thereby making the number of trades per decision roughly equivalent to the number of
releases per decision.

® Our results appear to be robust to the percentage completion rate of a decision. We successfully replicated our
current results with 70%, 75%, 80% and 85% completion rates.
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AFTER for stocks of all sizes - although compared to Q1(2000), there appears to be
significantly fewer brokers used AFTER, in both small and large stocks.

Panel B indicates that both purchases and sales take more transactions to fully execute
following complete decimalization and take a little longer to accomplish with about the same
number of brokers. All AFTER numbers compare favorably with Q1(2000).

Panel C partitions the data by complexity of decision defined by the size of the of the
trading decision relative to the average daily trading volume in that stock over the month of
September 2000. While recognizing that difficult trade versus an easy trade is a
multidimensional construct, we follow industry standards in our labeling of trades as easy,
moderate and difficult.

The results shows slight increase in the number of trades (per decision) for moderate
and difficult trades taking a little longer time to complete with about the same number of
brokers, following complete decimalization. These numbers are very similar with the
Q1(2000) numbers.

Panel D classifies the data by manager style. On the face of it, we find that the value
(growth) managers were the least (most) affected by decimalization. Not apparent though is
the fact that the average decision size for value managers halved following decimalization
(from 33,400 shares in the period ‘BEFORE’ to 17,600 shares in the period ‘AFTER’), while it
doubled for decisions of growth managers (from 92,400 shares to 192,900 shares in the
periods BEFORE to AFTER). This suggests that value managers take as much time as before
to execute half their decision size, while growth managers take less than twice the amount of
time to execute their decisions despite demanding twice the number of shares. This seems
reasonable given their trading strategies. Diversified managers show increases lying

between those of growth and value managers.

4. Measuring Trading Costs

There are several factors that make capturing institutional trading costs harder than
retail trades. Each institutional trading decision involves several transactions, sometimes
spanning multiple trading days, to complete. Thus, traditional measures like bid-ask
spreads are unable to properly account for all costs associated with such protracted trading

strategies. Even the theoretical models of price impact in response to informed (or strategic)
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trading, such as Kyle (1985) and the significant body of literature in its wake (see O"Hara
(1995) for a summary), assume that trades by informed (or strategic) traders are completed in
relatively short intervals. There is also the added risk that there may be information leakage
when a large institutional order is brought to the upstairs market to be shopped around and
prices may move adversely even before this order is exposed to the market. With our
sample of realized execution costs for institutional equity trades, however, we are able to
bypass such problems.

Arguably, the most difficult component of trading costs to measure is the implicit cost
of trading, i.e., the price impact of a trade or the deviation of the transaction price from the
unperturbed price that would prevail had the trade not occurred. Thus, price impact can be
negative (positive) if the trader buys at a price below (above) the unperturbed price. Thus,
liquidity suppliers (demanders) should enjoy negative (positive) costs.

Clearly, how the unperturbed price is measured will determine the magnitude of the
implicit costs. In particular, our measure should be such that it is least influenced by the
trade itself. Thus, we capture unperturbed price three ways: (1) the prevailing stock price at
the time the trading decision was made; (2) the average of (1) and the price of the last trade
of the decision; and (3) the value weighted average price (VWAP) on the day the decision
was made. While approach (1) follows intuitively since it is the purest form of the
unperturbed price and is also the approach followed by Jones and Lipson (2001), in their
study of institutional trade execution costs around the changeover to sixteenths, approach (3)
assumes that no single trader could influence the value-weighted average price of all trades
during a day. The latter was popularized by Perold (1988) who measures trading costs as the
difference between a portfolio of trades actually made and a hypothetical paper portfolio
whose returns are computed assuming the transactions are executed at prices observed at the
time of the trading decision. Keim and Madhavan (1997) also use approach (3) to measure
transaction costs.

To mitigate problems that arise when trades span several days, we use approach (2)
that averages the price at the time the decision was made and the price at which the last
component of the decision (which presumably could be several days after the initial decision
was made) was filled. Clearly, this approach is less useful if the last trade price is

significantly different from prices at which other components of the decision were filled. To
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ensure the robustness of our findings, we use other criteria as well, such as the VWAP on the
last day and the average VWAP over all days during which the various components of the
decision were filled. We find little change in the qualitative nature of our results. For
brevity, we do not report those in the paper.

Table 3 provides measures of average (and median) price impact of trades measured
as percentage deviation of the value weighted average trade price for each decision from a
benchmark price computed as (1), (2) or (3). The deviation is multiplied by -1 if the decision
is a sale. Thus, a positive number for the price impact implies that buy (sell) orders were
executed at prices higher (lower) than the respective benchmark price. The reverse is true for
a negative number. A negative (positive) number, therefore, implies price improvement
(deterioration). We concentrate on benchmark measures (1) and (3) in our following
discussion as they are least impacted by the trade itself relative to approach (2).

Panel A classifies the data by market capitalization. There appears no statistically
significant (differential) price impact following complete decimalization. This is true for the
smallest as well as the largest stocks. This suggests that decimalization, in general, does not
adversely impact institutional traders. What they lose by staying longer in the market to
complete their trades, they seem to gain from lower spreads. In general, it appears that trade
executions in small stocks appear to be occurring at inferior prices following complete
decimalization.

Panel B classifies the data by decisions that were either a purchase or sale.
Interestingly, institutional buyers had lower price impact after decimalization than before,
while sellers had no changes in their price impact. We believe that this result has less to do
with decimalization than the fact that buyers in a falling market have greater bargaining
power than sellers.

Panel C classifies the data by the complexity of decision (as defined before). Ceteris
paribus, a larger trade (and, hence, considered more difficult to execute) should have a
greater impact on the market than a relatively smaller size trade. As expected, more
complex decisions involve higher price impact than relatively easy decisions. Moreover, the
price impact is lesser after decimalization - whether it is for easier decisions or for more

complex decisions - but these differences are statistically not significant. The implication is
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that decimalization has not worsened the plight of even the larger traders who are clearly at
the greatest disadvantage.

Panel D classifies the data by manager’s style of trading (discussed before). Even
though value managers have the lowest price impact, there seems little variation, between
pre- and post-decimalization levels, in price impact among the different style managers.
Though such univariate analysis helps us understand the correlation (if any) between
decimalization and trading styles, they fail to control for the fact that other factors, such as
the size of their decision and the nature of the stock they trade, may have a bearing on the
result. We present a more complete multivariate analysis later in the paper to address such
issues.

In sum, price impact investigations using a variety of benchmark prices reveal that
institutional traders are neither worse off nor better off following decimalization. Moreover,
we find that trades in small size stocks get significantly inferior price executions, while
buyers benefit from a falling market through lower price impact.

41  Trading Costs and Investment Style

Even though panel D of Table 3 indicates not much activity across manager styles,
around complete decimalization in the NYSE, the results could be driven by the fact that the
performances of some of the good managers are offset by the performances of the bad
managers within each style category. Keim and Madhavan (1997) report significant
variations in performance across managers within each trading style. Thus, our results
could be driven by a few managers within each group and not indicative of the group
overall. To see if this is indeed the case, we partition the data into “good” managers and
“bad” managers depending on whether the price impact associated with their trades are
negative or positive, respectively. Negative implies that these managers managed to execute
their buy (sell) trades at prices below (above) the benchmark while positive implies the
reverse. We provide results based on our two benchmark measures (1) and (3) in Panels A
and B. We restrict our analysis only to managers who have placed decisions both in the pre-
and the post-decimalization periods.

Panel A indicates that an overwhelming majority of managers show no difference in
execution costs around complete decimalization. This is true across all styles. For example,
the table shows that we had data for 35 value managers both BEFORE and AFTER
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decimalization. Out of these 35, three managers improved their performance while 1
manager’s performance suffered, following decimalization. More importantly, 31 (out of 35)
managers showed no change in their execution performance following decimalization. The
other style managers’ follow similarly. Thus, 60 (out of 68) growth managers showed no
statistical difference in their execution performance following decimalization. Panel B
exhibits similar results as Panel A and attests to the robustness of our conclusions.

It is well accepted that larger size stocks are usually more liquid and have relatively
smaller spreads associated with them while smaller stocks are less liquid and have larger
spreads associated with them. The higher spreads could be the result of higher adverse
selection and/or lower liquidity. What matters from our perspective is that a manager may
have higher costs associated from executing an institutional order on a larger size stock than
he would if he were to be trading in a small stock. Here we are interested in the question of
whether, for a given manager, there has been a difference in execution costs across the stocks
of various sizes following decimalization. To do so, we classify the stocks in our sample into
small, medium and large size groups within each style category. These results (not
presented for brevity) indicate that regardless of the managers’ style and the benchmark
used, the vast majority of managers show no statistically significant difference in execution
costs around decimalization for any size stocks.

Overall, decimalization appears to have had little or no impact on institutional
execution costs -- regardless of how the data are partitioned. The implication is that there
appears to be liquidity available out the best bid and offer prices, which should allay the

fears of regulators, practitioners and academics.

5. Impact of Decimalization of Institutional Trade Execution: Multivariate
Analysis

In Section 3, we see that various factors can impact institutional execution costs.
Given that our focus is to see if the act of decimalization itself has impacted execution costs,
we need to control for all factors impacting such costs and then isolate the cost attributable to
decimalization, if any. In this section, we use a regression analysis to disentangle the effects
of decimalization on institutional trade execution costs after controlling for the candidate

factors representing information asymmetry through firm size, a measure of return volatility,
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a measure of the complexity of the trading decision, and inverse price representing the
degree of difficulty of executing a trade. Thus, for example, a relatively larger price stock has
a lower percentage spread associated with it implying that the cost of front running such
stocks is low. We would therefore expect a negative sign on the coefficient corresponding to
inverse price. We also add dummy variables to control for managers’ styles between value
and growth (with diversified representing the omitted category). Finally, the dummy
variable AFTER is included to isolate the possible effect of decimalization on institutional
execution costs. The formal regression model looks like the following.

PI' =a' + B/ LogMktCap + BiVolatility + 3;Complexity + f3,InversePri ce

+ BValuedummy + B.Growthdumm y + B, Afterdummy + f;(Valuedummy x Afterdummy )

+ B, (Growthdumm y x Afterdummy )+ &
Each observation in our regression represents a complete decision. The dependent variable
(PI) is the price impact measure discussed in Section 3, measured on the basis of a
benchmark price computed one of three ways discussed therein. Hence, the superscript ‘i’
refers to the price impact measure as computed using one of the benchmark prices (1), (2) or
(3)-

Among independent variables, LogMktCap refers to the natural logarithm of market
capitalization of the stock as of September 30, 2000. Volatility refers to the average daily
standard deviation for the stock in the month of September 2000. Complexity is defined as the
decision size relative to average daily volume in September 2000, while InversePrice is simply
the inverse of the stock’s price at the time of the decision. We use two dummies to indicate
value and growth style manager, while we use the Afterdummy to indicate the post-
decimalization period. We restrict our analysis only to the periods BEFORE and AFTER that
we discuss above. In addition to the three dummies, we use two interaction dummies to
capture the effects of decimalization on the value and growth style managers separately.
Our main variable of interest is the Afterdummy, and we expect the variable to be positive
and significant if decimalization has worsened the implicit costs of trading for institutional
investors.

Panel A provides the regression coefficient estimates for price impact measured on the
basis of the prevailing price at the time of decision (i.e., approach (1)). We find that stocks

that are more volatile, decisions that are more complex and decisions of growth managers
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appear to have a significantly positive price impact. These results are not surprising given
that volatile stocks are more difficult to trade, as are decisions to buy or sell large quantities.
By nature of their desire to trade quickly in stocks that have either fallen in or out of favor
with investors, growth style managers are bound to incur higher price impact than value
managers. In other words, they would buy (sell) stocks as their prices are increasing
(decreasing). Evaluating their decision against a pre-trade benchmark price, such as (1),
would lead to positive price impact costs for these managers. All other variables appear to
be non-significant in explaining price impact with most of them carrying signs as expected.
More importantly, the Afterdumny is negative but not statistically significant. The
implication is that after controlling for the standard determinants of institutional execution
costs, the act of decimalization itself has not had a significant impact on trade execution
costs. This flies in the face of popular wisdom claiming that liquidity has dried up outside
the best bid and offer prices thereby leading to costlier executions - especially for large
institutional orders - in the wake of decimalization.

Panel B provides the results corresponding to price impacts measured on the basis of
the average of the price at the time of decision and the price corresponding to the last trade.
Here too, we find that the dummy variable corresponding to after complete decimalization is
not statistically significant. Panel C provides similar results based on the benchmark price
being measured as the VWAP on the day of the decision. Unlike in Panels A and B, the
Growthdummy variable is negative but not significant. This is not surprising, as the
benchmark is now the average of trade prices during the day rather than the price at the time
the decision was taken. Most growth managers appear to be using the VWAP strategy to
buy or sell stocks in their portfolios.

Overall, after controlling for the standard determinants of execution costs, we find
that decimalization itself had no impact on institutional execution costs. Our results appear
robust to standard issues of benchmarking the costs.

To investigate the impact of decimalization on the number of trades per decision and
on the number of days needed to complete a trading decision, we re-estimate the above
regression model with the same independent variables. Table 6 provides the regression
coefficient estimates. Panel A provides results where the dependent variable is the number

of trades per decision. Unlike in Table 5, we find the Afterdumny to be positive and
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significant, indicating that decimalization did worsen the search process for a counterparty
for institutions. Following decimalization, institutions need 0.3 trades more, or roughly 12.5
percent more trades to complete an average decision in an average stock.® Consistent with
our expectation, it is the growth style managers who are affected the hardest. They need
about 1.4 trades more, or roughly 50 percent more trades after decimalization than before to
complete an average decision.10

The coefficients of other explanatory variables are as expected. The firm size proxy is
positive and significant. Volatility is positive implying that larger number of trades is
required on high volatility stocks (or high volatility days for a given stock). Complex trades
take more trades to complete while lower priced stocks take more transactions. Value
managers execute fewer trades than growth managers and that growth managers have been
taking more transactions to compete a decision after decimalization. More importantly,
decimalization appears to have increased the number of trades per decision.

In Panel B, the dependent variable is the number of trading days to complete a
decision. The independent variables are the same as above. The results indicate that trading
in larger stocks take longer to complete while larger size orders (difficult orders) take longer
to complete as we would expect. In terms of cross correlations, value managers appear to be
taking less time to complete a decision following decimalization. Finally, decimalization
appears to have increased the time taken to complete a decision.

Overall, we find that even though the act of decimalization appears to have increased
both the number of trades and the number of days necessary to complete a decision, the most
important metric, the trading cost, appears to be unaffected by decimalization. This result
should be significant to policy makers debating the merits of this historic decision in the face
of demands to roll back decimalization by going back to trading in nickel ticks.

5.1 Execution Costs and Firm Size

Another extension of our multivariate analysis on the cross sectional determinants of
the price impact measure is to partition the data on stock size categories in order to

investigate the differential impact of decimalization on transaction costs associated with the

® 2.4 trades are needed to complete an average decision in an average stock prior to decimalization.
10 2 8 trades are needed to complete an average decision of a growth style manager in an average stock prior to
decimalization.
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execution of small, medium or large size stocks. These results (not presented for brevity)
indicate that decision complexity is positively correlated with price impact for small and
large size stocks, while growth managers appear to be experiencing a price impact inversely
related to the underlying stock size. Volatility has a positively related to price impact in
large size stocks. More importantly, the AFTER dummy, isolating the possible effect of
decimalization, is not statistically significant for any stock size category independent of the
benchmark used to capture price impact. Thus, there appears to be no stock size effect on
price impact following decimalization. These results remain unchanged when we use
different benchmark prices and attest to the robustness of our findings.

Overall, our finding that institutional execution cost is unaffected following

decimalization appears to be robust to all reasonable partitions of the data.

6. Concluding Discussion

In the wake of decimalization in the N'YSE, there has been considerable speculation
that liquidity outside the best bid and offer (BBO) prices may have dried up, which may have
increased the implicit trading costs experienced by institutional investors who typically trade
large quantities and are therefore unable to take advantage of the smaller spreads and the
relatively smaller sizes that are being guaranteed at those improved prices. In related
research, Jones and Lipson (2001), investigating institutional trading costs around
changeover in minimum tick size from eighths to sixteenths, and using data from the same
source as us, report that realized execution costs increase after the changeover.

In contrast, using a large sample of institutional order executions in NYSE stocks
around decimalization, we find no evidence that decimalization has not led to increased
trading costs. In an effort to discover differential execution costs following decimalization,
we also partition our sample into data into managers’ styles, underlying stock sizes, and
complexity of trading decisions, and find no differences in institutional trading costs in the
wake of decimalization. To ensure the robustness of our conclusions, we include different
measures of benchmark prices with which to measure price impact. We, however, believe
that institutions may face higher explicit costs of trading, as they need to trade more and
wait longer to complete their trades in a post-decimal environment. The overall effect of

decimalization on the total cost of trade executions by institutional investors is, therefore,
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ambiguous. Our results, relative to those reported by Jones and Lipson (2001), appear to be
driven primarily by significantly larger institutional trades taking longer to complete, and to
the fact that a significantly larger proportion of our orders are worked orders taking over a
day, or more than a single broker, to execute.

Our results have important implications for regulators already battered by
professional traders, including mutual fund managers, to roll back decimalization and move

to nickel-based minimum price increments.
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Table 1
General Statistics

This table presents the summary statistics of our sample. Using all NYSE stocks that moved to decimal
trading on January 29, 2001, we select the fifty most active stocks within each of the three size categories
based on the market capitalization as on September 30, 2000. Our final sample includes only those stocks
that have institutional orders in the Plexus database in each of the three periods that we examine. The
period ‘Before’ includes all days between October 1, 2000 and January 26, 2001, while ‘After’ includes
all days between January 29, 2001 and March 31, 2001. We use the first quarter of 2000 to provide us
with a clean benchmark to compare our post-decimalization results. A trading decision refers to a single
decision by an institution to buy or sell stock that may be accomplished by one or more trades.

Variable Period Market capitalization as at Sep 30, 2000
Small Medium Large
Number of stocks 26 38 43
Average market capitalization as at Sep 18 97 10,650
30, 2000 ($M)
Average trading volume in the month of 312 1,021 7,487
Sep 2000 (*000 shares)
Number of trading decisions Q1(2000) 1,720 5,946 30,402
Before 395 2,597 24,561
After 271 1,499 9,984
Number of trading decisions per day Q1(2000) 22.1 76.2 389.8
Before 3.7 24.3 229.5
After 6.0 333 221.9
Average number of trading decisions Q1(2000) 66 156 707
per stock Before I5 68 571
After 10 39 232
Average size of trading decisions Q1(2000) 58 46 79
(in’000 shares) Before 38 45 69
After 50 66 87
Average dollar value of trading Q1(2000) 4 7 52
decisions (in $M) Before 2 4 30
After 4 6 34
Percentage of trading decisions that Q1(2000) 97 97 99
were completed up to at least 80% of Before 92 96 99
their original size
After 93 97 98
Percentage of trading decisions that Q1(2000) 52 51 53
were purchases Before 44 54 59
After 63 54 52
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ADDITIONAL INSTITUTE PAPERS AVAILABLE FROM THE KRANNERT
GRADUATE SCHOOL OF MANAGEMENT

-1995-
1069  Sugato Chakravarty and John J. McConnell, AN ANAYLSIS OF PRICES, BID/ASK
SPREADS, AND BID AND ASK DEPTH SURROUNDING IVAN BOESKY'S
ILLEGAL TRADING IN CARNATION'S STOCK.

1070 John J. McConnell and Henri Servaes, EQUITY OWENERSHIP AND THE TWO
FACES OF DEBT.

1071 Kenneth J. Matheny, REAL EFFECTS OF MONETARY POLICY IN A
'NEOCLASSICAL' MODEL: THE CASE OF INTEREST RATE TARGETING.

1072 Julie Hunsaker and Dan Kovenock, THE PATTERN OF EXIT FROM DECLINING
INDUSTRIES.

1073 Kessan Joseph, Manohar U. Kalwani, THE IMPACT OF ENVIRONMENTAL
UNCERTAINTY ON THE DESIGN OF SALESFORCE COMPENSATION PLANS.

1074 K. Tomak, A NOTE ON THE GOLDFELD QUANDT TEST

1075 Alok R. Chaturvedi, SIMDS: A SIMULATION ENVIRONMENT FOR THE DESIGN
OF DISTRIBUTED DATABASE SYSTEMS

1076 Dan Kovenock and Suddhasatwa Roy, FREE RIDING IN NON-COOPERATIVE
ENTRY DETERRENCE WITH DIFFERENTIATED PRODUCTS

1077 Kenneth Matheny, THE MACROECONOMICS OF SELF-FULFILLING
PROPHECIES

1078 Paul Alsemgeest, Charles Noussair and Mark Olson, EXPERIMENTAL
COMPARISONS OF AUCTIONS UNDER SINGLE-AND MULTI-UNIT DEMAND

1079 Dan Kovenock, Casper D de Vries, FIAT EXCHANGE IN FINITE ECONOMIES

1080 Dan Kovenock, Suddhasatwa Roy, DYNAMIC CAPACITY CHOICE IN A
BERTRAND-EDGEWORTH FRAMEWORK

1081 Burak Kazaz, Canan Sepil, PROJECT SCHEDULING WITH DISCOUNTED CASH
FLOWS AND PROGRESS PAYMENTS

-1996-

1082 Murat Koksalan, Oya Rizi, A VISUAL INTRACTIVE APPROACH FOR MULTIPLE
CRITERIA DECISION MAKING WITH MONOTONE UTILITY FUNCTIONS

1083 Janet S. Netz, John D. Haveman, ALL IN THE FAMILY: FAMILY, INCOME, AND
LABOR FORCE ATTACHMENT
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1085

1086

1087

1088

1089

1090

1091

1092

1093

1094

1095

1096

1097

1098

Keith V. Smith, ASSET ALLOCATION AND INVESTMENT HORIZON
Arnold C. Cooper and Catherine M. Daily, ENTREPRENEURIAL TEAMS

Alok R. Chaturvedi and Samir Gupta, SCHEDULING OF TRANSACTIONS IN A
REAL-TIME DISTRIBUTED TRANSACTION PROCESSING SYSTEMS:
SCALEABILITY AND NETWORKING ISSUES

Gordon P. Wright, N. Dan Worobetz, Myong Kang, Radha V. Mookerjee and Radha
Chandrasekharan, OR/SM: A PROTOTYPE INTEGRATED MODELING
ENVIRONMENT BASED ON STRUCTURED MODELING

Myong Kang, Gordon P. Wright, Radha Chandrasekharan, Radha Mookerjee and N.
Dan Worobetz, THE DESIGN AND IMPLEMENTATION OF OR/SM: A
PROTOTYPE INTEGRATED MODELING ENVIRONMENT

Thomas H. Brush and Philip Bromiley, WHAT DOES A SMALL CORPORATE
EFFECT MEAN? A VARIANCE COMPONENTS SIMULATION OF CORPORATE
AND BUSINESS EFFECTS

Kenneth J. Matheny, NON-NEUTRAL RESPONSES TO MONEY SUPPLY SHOCKS
WHEN CONSUMPTION AND LEISURE ARE PARETO SUBSTITUTES

Kenneth J. Matheny, MONEY, HUMAN CAPITAL, AND BUSINESS CYCLES: A
MODERN PHILLIPS CURVE-STYLE TRADEOFF

Kenneth J. Matheny, OUTPUT TARGETING AND AN ARGUMENT FOR
STABILIZATION POLICIES

Kenneth J. Matheny, THE RELEVANCE OF OPEN MARKET OPERATIONS AS A
MONETARY POLICY TOOL

-1997-

James C. Moore, William Novshek and Peter Lee U, ON THE VOLUNTARY
PROVISION OF PUBLIC GOODS

Michael R. Baye, Dan Kovenock and Casper G. deVries, THE INCIDENCE OF
OVERDISSIPATION IN RENT-SEEKING CONTESTS

William Novshek and Lynda Thoman, CAPACITY CHOICE AND DUOPOLY
INCENTIVES FOR INFORMATION SHARING

Vidyanand Choudhary, Kerem Tomak and Alok Chaturvedi, ECONOMIC BENEFITS
OF RENTING SOFTWARE

Jeongwen Chiang and William T. Robinson, DO MARKET PIONEERS MAINTAIN
THEIR INNOVATIVE SPARK OVER TIME?
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1100

1101

1102

1103

1104

1105

1106

1107

1108

1109

1110

1111

1112

Glenn Hueckel, LABOR COMMAND IN THE WEALTH OF NATIONS: A SEARCH
FOR “SYSTEM”

Glenn Hueckel, SMITH’S UNIFORM “TOIL AND TROUBLE": A “VAIN
SUBTLETY”?

Thomas H. Brush and Philip Bromiley, WHAT DOES A SMALL CORPORATE
EFFECT MEAN? A VARIANCE COMPONENTS SIMULATION OF CORPORATE
AND BUSINESS EFFECTS

Thomas Brush, Catherine Maritan and Aneel Karnani, MANAGING A NETWORK OF
PLANTS WITHIN MULTINATIONAL FIRMS

Sam Hariharan and Thomas H. Brush, RESOURCES AND THE SCALE OF ENTRY
CHOICE: THE COMPETITIVE ADVANTAGE OF ESTABLISHED FIRMS?

Thomas H. Brush, Philip Bromiley and Margaretha Hendrickx, THE RELATIVE
INFLUENCE OF INDUSTRY AND CORPORATION ON BUSINESS SEGMENT
PERFORMANCE: AN ALTERNATIVE ESTIMATE

Thomas Brush, Catherine Maritan and Aneel Karnani, PLANT ROLES IN THE
MANAGEMENT OF MULTINATIONAL MANUFACTURING FIRMS

Thomas H. Brush, Catherine Maritan and Aneel Karnani, THE PLANT LOCATION
DECISION IN MULTINATIONAL MANUFACTURING FIRMS: AN EMPIRICAL
ANALYSIS OF INTERNATIONAL BUSINESS AND MANUFACTURING
STRATEGY PERSPECTIVES

Piyush Kumar, Manohar U. Kalwani and Magbool Dada, THE IMPACT OF WAITING
TIME GUARANTEES ON CUSTOMERS’” WAITING EXPERIENCES

Thomas H. Brush, Philip Bromiley and Margaretha Hendrickx, THE FREE CASH
FLOW HYPOTHESIS FOR SALES GROWTH AND FIRM PERFORMANCE

Keith V. Smith, PORTFOLIO ANALYSIS OF BROKERAGE FIRM
RECOMMENDATIONS

- 1998 -

Charles Noussair, Kenneth Matheny, and Mark Olson, AN EXPERIMENTAL STUDY
OF DECISIONS IN DYNAMIC OPTIMIZATION PROBLEMS

Jerry G. Thursby and Sukanya Kemp, AN ANALYSIS OF PRODUCTIVE
EFFICIENCY OF UNIVERSITY COMMERCIALIZATION ACTIVITIES

John J. McConnell and Sunil Wahal, DO INSTITUTIONAL INVESTORS
EXACERBATE MANAGERIAL MYOPIA?



1113

1114

1115

1116

1117

1118

1119

1120

1121

1122

1123

1124

1125

John J. McConnell, Mehmet Ozbilgin and Sunil Wahal, SPINOFFS, EX ANTE

Sugato Chakravarty and John J. McConnell, DOES INSIDER TRADING REALLY
MOVE STOCK PRICES?

William T. Robinson and Sungwook Min, IS THE FIRST TO MARKET THE FIRST
TO FAIL?: EMPIRICAL EVIDENCE FOR MANUFACTURING BUSINESSES

Margaretha Hendrickx, WHAT CAN MANAGEMENT RESEARCHERS LEARN
FROM DONALD CAMPBELL, THE PHILOSOPHER? AN EXERCISE IN
PHILOSOPHICAL HERMENEUTICS

Thomas H. Brush, Philip Bromiley and Margaretha Hendrickx, THE FREE CASH
FLOW HYPOTHESIS FOR SALES GROWTH AND FIRM PERFORMANCE

Thomas H. Brush, Constance R. James and Philip Bromiley, COMPARING
ALTERNATIVE METHODS TO ESTIMATE CORPORATE AND INDUSTRY
EFFECTS

Charles Noussair, Stéphane Robin and Bernard Ruffieux, BUBBLES AND ANTI-
CRASHES IN LABORATORY ASSET MARKETS WITH CONSTANT
FUNDAMENTAL VALUES

Vivian Lei, Charles N. Noussair and Charles R. Plott, NON-SPECULATIVE
BUBBLES IN EXPERIMENTAL ASSET MARKETS: LACK OF COMMON
KNOWLEDGE OF RATIONALITY VS. ACTUAL IRRATIONALITY

-1999-
Kent D. Miller and Timothy B. Folta, ENTRY TIMING AND OPTION VALUE

Glenn Hueckel, THE LABOR “EMBODIED” IN SMITH’S LABOR-COMMANDED
MEASURE: A “RATIONALLY RECONSTRUCTED” LEGEND

Timothy B. Folta and David A. Foote, TEMPORARY EMPLOYEES AS REAL
OPTIONS

Gabriele Camera, DIRTY MONEY

Wilfred Amaldoss, Robert J. Meyer, Jagmohan S. Raju, and Amnon Rapoport,
COLLABORATING TO COMPETE: A GAME-THEORETIC MODEL AND
EXPERIMENTAL INVESTIGATION OF THE EFFECT OF PROFIT-SHARING
ARRANGEMENT AND TYPE OF ALLIANCE ON RESOURCE-COMMITMENT
DECISIONS



1126

1127

1128

1129

1130

1131

1132

1133

1134

1135

1136

1137

1138

Wilfred Amaldoss, Robert J. Meyer, Jagmohan S. Raju, and Amnon Rapoport,
APPENDICES FOR COLLABORATING TO COMPETE: A GAME-THEORETIC
MODEL AND EXPERIMENTAL INVESTIGATION OF THE EFFECT OF PROFIT-
SHARING ARRANGEMENT AND TYPE OF ALLIANCE ON RESOURCE-
COMMITMENT DECISIONS

-2000-

Sugato Chakravarty and Kai Li, AN ANALYSIS OF OWN ACCOUNT TRADING BY
DUAL TRADERS IN FUTURES MARKETS: A BAYESIAN APPROACH

Sugato Chakravarty, STEALTH TRADING: THE NEXT GENERATION

S.G. Badrinath and Sugato Chakravarty, ARE ANALYST RECOMMENDATIONS
INFORMATIVE?

Sugato Chakravarty and Asani Sarkar, THE DETERMINANTS OF LIQUIDITY IN
U.S. CORPORATE, MUNICIPAL AND TREASURY BOND MARKETS

Vivian Lei and Charles Noussair, AN EXPERIMENTAL TEST OF AN OPTIMAL
GROWTH MODEL

Paul Healy and Charles Noussair, BIDDING BEHAVIOR IN THE PRICE IS RIGHT
GAME: AN EXPERIMENTAL STUDY

Kent D. Miller and Zur Shapira, BEHAVIORAL OPTION THEORY:
FOUNDATIONS AND EVIDENCE

Kent D. Miller, KNOWLEDGE INVENTORIES AND MANAGERIAL MYOPIA

Gabriele Camera, Charles Noussair, and Steven Tucker, RATE-OF-RETURN
DOMINANCE AND EFFICIENCY IN AN EXPERIMENTAL ECONOMY

Timothy B. Folta, Jay J. Janney, SIGNALING FOR RESOURCE ACQUISITION:
PRIVATE EQUITY PLACEMENTS BY TECHNOLOGY FIRMS

Michael R. Baye, Dan Kovenock, Casper G. de Vries, COMPARATIVE ANALYSIS
OF LITIGATION SYSTEMS: AN AUCTION-THEORETIC APPROACH

Sugato Chakravarty, Asani Sarkar, DO DIFFERENCES IN TRANSPARENCY
AFFECT TRADING COSTS? EVIDENCE FROM U.S. CORPORATE, MUNICIPAL
AND TREASURY BOND MARKETS



1139

1140

1141

1142

1143

1144

1145

1146

1147

1148

1149

1150

1151

-2001-

Charles Noussair, Stephane Robin, Bernard Ruffieux, GENETICALLY MODIFIED
ORGANISMS IN THE FOOD SUPPLY: PUBLIC OPINION VS CONSUMER
BEHAVIOR

_Gabriele Camera, SEARCH, DEALERS, AND THE TERMS OF TRADE

David Masclet, Charles Noussair, Steven Tucker, Marie-Claire Villeval, MONETARY
AND NON-MONETARY PUNISHMENT IN THE VOLUNTARY
CONTRIBUTIONS MECHANISM

Charles Noussair, Stephane Robin, Bernard Ruffieux, DO CONSUMERS NOT CARE
ABOUT BIOTECH FOODS OR DO THEY JUST NOT READ THE LABELS

Timothy B. Folta, Douglas R. Johnson, Jonathan O’Brien, UNCERTAINTY AND THE
LIKELIHOOD OF ENTRY: AN EMPIRICAL ASSESSMENT OF THE
MODERATING ROLE OF IRREVERSIBILITY

Alok Chaturvedi, Mukul Gupta, Sameer Gupta, ISSUES IN SERVER FARM DESIGN
FOR REAL TIME E-COMMERCE TRANSACTIONS

William Blankenau, Gabriele Camera, PRODUCTIVE EDUCATION OR A
MARKETABLE DEGREE?

Murat Koksalan, Selcen Pamuk, AN EVOLUTIONARY METAHEURISTIC FOR
APPROXIMATING PREFERENCE-NONDOMINATED SOLUTIONS

Gabriele Camera, Alain Delacroix, BARGAINING OR PRICE POSTING?

Sugato Chakravarty, Asani Sarkar, A COMPARISON OF TRADING COSTS IN THE
U.S. CORPORATE, MUNICIPAL AND TREASURY BOND MARKETS

Sugato Chakravarty, Frederick H. deB. Harris, Robert A. Wood, DO BID-ASK
SPREADS OR BID AND ASK DEPTHS CONVEY NEW INFORMATION FIRST?

Sugato Chakravarty, Asani Sarkar, A MODEL OF BROKER’S TRADING, WITH
APPLICATIONS TO ORDER FLOW INTERNALIZATION

Sugato Chakravarty, Kai Li, AN EXAMINATION OF OWN ACCOUNT TRADING
BY DUAL TRADERS IN FUTURES MARKETS






