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1 Introduction

There is a growing interest in economics for mod#lsnonymous and decentralized
interaction. A possible cause for this interesthist societies have become increasingly
anonymous and the frequency of repeated interadi@ms declined. This interest is
reflected in the adoption of trading environmentspydated by a large number of
individuals who meet at random. Such frameworksumed, for example, in Diamond
(1982) to model the existence of frictions in tragliin Kiyotaki and Wright (1989) to
provide the foundations for monetary exchange, iritD(2003) to study economic
governance, and in Shimer (2005) to analyze ungmpat. When agents interact as
strangers, as in the above settings, there excsiofis in cooperation and coordination
among agents, hence achieving optimum outcomeshalienge.

Economic theory has shown that even in anonymgusups, cooperation is
theoretically possible as long as individuals amived in a long-term interaction. The
theoretical foundation can be traced back to thk flleorems for infinitely repeated
games (supergames) of Friedman (1971) and the qudserandom-matching extensions
in Kandori (1992) and Ellison (1994). The basioottetical result is that cooperation is an
equilibrium if agents are sufficiently patient. Teeexists very limited empirical
evidence, however, regarding the above environments

This paper studies matching economies in an expétiwhere pairs of strangers
“infinitely” play a prisoners’ dilemma. Strangergeaanonymous subjects who are
randomly matched in each period, and their histoaee private information. In these
economies the Pareto efficient outcome is not anliequm in the one-shot game, but,
for an appropriate choice of parameters, it isa@frthe equilibria if the horizon is infinite.
Kandori (1992) and Ellison (1994) proved that therd®o efficient outcome can be
achieved by adopting social norms of cooperaticat tely on the threat of a “grim-
trigger” punishment scheme, i.e., economy-wide ciefa. Basically, a subject
cooperates unless someone has been caught defestingich case the subject should

forever defect.



In practice, however, achieving the Pareto edfitioutcome may be problematic
because subjects are not in a stable partnersdmmot communicate their intentions to
others, and can neither commit to nor enforce catis®. One also wonders whether the
subject perceives the grim-trigger punishment pRasible threat. Given these frictions,
subjects face a double challenge: not only must bieeable to coordinate on the Pareto
efficient outcome, but also coordinate on a credifbireat that can support continuous
cooperation. Our goal is to identify behavioralnedmts and institutional characteristics
that are associated to the emergence, sustaigahiid breakdown of cooperation.

This paper reports the experimental results fromr ftreatments of matching
economies where interaction is indefinitely repdatdbased on a probabilistic
continuation rule. Treatments differ in two dimenss: the level of information about
action histories and the punishment technology. ddrtivate monitoring subjects
observed only their own history and ungeiblic monitoring they observed the history
of the whole economy. In some treatments subjexigloonly punish by defecting, while
in the personal punishmentreatment, they could pay a cost to inflict a lass their
opponent.

Our study addresses the following research questioan strangers who interact
indefinitely achieve substantial levels of cooperatand efficiency? Which institutions
for monitoring and enforcement promote cooperatidWifat classes of strategies are
adopted in economies that achieve high efficiend4 obtained the following results.
First, efficiency levels in our experimental econesnare high and increasing with
experience, even under private monitoring; thisiltgsrovides empirical support for the
theoretical findings in Kandori (1992) and Ellis¢h994). Second, costly personal
punishment significantly promotes cooperation; hesvenot all monitoring institutions
promote cooperation. We report high cooperatioreleevn situations where subjects
know identities and histories of opponem®r{-anonymous public monitoringput not
when identities are unobservablanénymous public monitorifg Finally, subjects
appear to have preferences for certain stratetneparticular, the average subject: (a)

avoids indiscriminate strategies; (b) shows a gtrtamdency to defect with opponents



who have “cheated” her in the past; and (c) terwslisregard information on the
opponent’s behavior in other matches.

One can identify three main contributions. Our gtatlindefinite interactions among
strangers complements and extends the experimi@etalture on indefinitely repeated
games, which has mostly focused on interactions ngmupartners (recent examples
include Palfrey and Rosenthal, 1994; Aoyagi andlrete, 2003; Dal B4, 2005; Duffy
and Ochs, 2006). Second, our experimental findiceys help define an empirically-
relevant criterion for equilibrium selection, basen behavioral considerations. This is
important from a practical standpoint because randoatching models often display
multiple equilibria with various levels of efficiep, but an unambiguous equilibrium
selection criterion is missing (e.g., see the nmmyesquilibria in Aliprantis et al., 2006,
2007). Our laboratory findings shed light on whgbet of economic institutions may
facilitate the emergence of norms of cooperatioarionymous societies, complementing
a growing literature devoted to uncover theoretioalks between the availability of
enforcement and punishment institutions on one, siohel patterns of exchange and
cooperation on the other (e.g., Krasa and VillaB0QO0; Dixit, 2003).

The paper proceeds as follows: Section 2 discubseselated literature; Section 3
presents the experimental design; Section 4 prevadé¢éheoretical analysis; results are

reported in Section 5; and Section 6 concludes.

2 Related experimental literature

Our paper builds on the experimental literature iofinitely repeated games
(supergames), whose theoretical foundation camdged back to Friedman (1971). Roth
and Murnighan (1978) were the first to implementinitely repeated games in an
experiment by employing a probabilistic continuatile, which transforms it into an
indefinitely repeated game. For risk-neutral subjects, a constantinuation probability
is theoretically equivalent to assuming a constissttount rate and an infinite horizon.

A number of experiments have adopted probabilstigtinuation rules to study the

empirical validity of folk theorems for supergames. basic result is that subjects



perceive the differences in the incentive structofea finitely repeated versus an
indefinitely repeated interaction, and react ineélkpected direction. For example, Palfrey
and Rosenthal (1994) and Dal B6 (2005) report toeaoperation for finite duration
experiments in comparison to indefinite duratioperxment with a the same expected
length. Moreover, the higher the discount rate Ithveer the cooperation. For a recent
discussion see Normann and Wallace (2006).

In order to place our contribution within theisgig literature, and given our focus
on the models in Kandori (1992) and Ellison (1994, will discuss indefinitely repeated
experiments whose stage game is a prisoner's digerffor experiments with other
games see Cason and Khan, 1999, Engle-Warnick &omnt 2004, 2006, Engle-
Warnick, 2007). It is helpful to classify experintg with indefinite interaction according
to two aspects, the matching protocols and thdahiliy of information supplied about
other subjects. The protocol to match subjeeithin a supergames an empirically
relevant and theoretically interesting parameteartifermore, all experiments we
surveyed include several supergames within a sgssiod hence need an additional
protocol to match the subjects after each superg&v@ewill come back later to this
matching across supergames and for now focus ochingtwithin a supergame.

The most common matching protocol within a sgaere isfixed matching For
instance see Palfrey and Rosenthal (1994), Aoyadi Ferechette (2003), or Dal Bo
(2005). Under this design, which we refer to asrtiper”, subjects always interact with
the same person and generally support a signifiemet of cooperation, sometimes full
cooperation. The present study employs insteaghdom matchingorotocol within a
supergame as, for instance, in Schwartz et al.9188d Duffy and Ochs (2006). In any
given period subjects still meet in pairs but akach period new pairs are randomly
formed drawing among subjects from a larger econaitty N>2 people.

A comparison of fixed matching (partner) versuseandom matching (stranger) in
finitely repeated games can be found in Andreor &noson (2002) and indefinitely
repeated games can be found in Duffy and Ochs {§200fs latter study has a random

matching treatment with private monitoring and pla@ameters were set in a way that full



cooperation was an equilibrium outcome. The sturysf remarkably higher cooperation
in fixed than in random matching economies. Therefdespite the theoretical viability
of cooperative equilibria with random matching gorivate monitoring, it seems that
they are empirically difficult to attain.

A key parameter when comparing cooperation ratasvdsn fixed and random
matching treatments is the expected number of emnemiwith any given person. This
number is higher under fixed matching than randoatching for economies of equal
size and identical continuation probability. Asansequence the deck is stacked in favor
of observing higher cooperation in fixed matchiig. avoid this bias, we do not use a
partner treatment. Instead we introduce a novegddbat, on one hand, equalizes the
expected number of encounters with any given peeswass treatments, while on the
other hand, provides as much information as irpdréner treatment. The new design has
random matching and public monitoring, as we previde complete history for each
agent in the economy. A subject knows the idemtftyheir opponent (non-anonymous)
as well as what their opponent chose when meethrer participants.

A second novel feature of our study is to urided which one of the several
available strategies that support a given equiliorbutcome have been employethis
issue has been largely unexplored in the experamhditérature on supergames, as it has
mostly focused on measuring the levels of coopmmatAs we will later clarify, we
develop a design where we can exploit differencesfiormation across treatments in
order to change the strategy set and hence ideéh&fiype of strategies employed.

We also relate the choice of punishment strate@n indefinitely repeated setting
to the literature on costly personal punishmerdne-shot settings. Experimental studies
of finitely repeated social dilemmas have evidenaeslirprising tendency of subjects to

engage in costly personal punishment of othergairticular defectors. Although, this

! Schwartz et al. (1999) and Duffy and Ochs (2006) aonsider treatments when subjects receive some
information about the reputation of their currepponent while preserving anonymity of the opponent.
Our non-anonymous public monitoring gives all indual histories and so provides information about
reputation and it also reveals the identity of dipponent.

2 These strategies include off-equilibrium threatstion the equilibrium path will never be employ&He
features of such threats are largely irrelevaribag as they are credible and they generate acgrifly

low continuation payoff.



behavior is inconsistent with personal income mazdton, it has been shown to be
remarkably robust (Ostrom et al, 1992; Fehr andc@iae, 2002; Casari and Plott, 2003).
A third novel feature of our study is to examinewhthis behavioral trait may be

employed in supporting the cooperative equilibrimnan infinitely repeated game, where
there does already exist a punishment technologi design may be useful in isolating
possible elements or economic institutions that feaiitate selecting the cooperative
equilibrium in a more general setting.

As noted earlier, the matching protocol acragsesgames is also important because
of possible contagion effects across supergamas. tlierefore helpful to mention the
various protocols adopted in previous experiméhasplay a supergame in a session with
N participants, subjects can be partitioned intedonomies. The way we ran multiple
supergames is to ensure that any two subjects mexer assigned to the same economy
for more than one supergame. A more rigorous pariitg procedure in the experimental
literature is to rule out that anyone may shareramon past opponehBoth procedures
control for contagion effecfsThis contrasts with randomly matching the sameo$et
subjects after each period and after each super@famestance, Schwartz et al., 1999,
and random pairing in Duffy and Ochs, 2006).

3 Experimental design

This experiment has four treatments (Table 1). @/ttle stage game (Table 2), the
continuation probability, and matching protocolsrevédentical across treatments, we
manipulated the amount of information and the gumisnt options available to subjects.

The efficient outcome can be supported as an éguin in all treatments.

% In Dal B6 (2005) each subject plays three sugrees (treatment). In the “Dice” sessions, in each
supergame participants are partitioned into K=(N#&p-person economies. The partitioning across
supergames is such that the decisions one subped m one supergame could not affect, in any tey,
decisions of subjects he or she would meet in tineré. Ensuring the absence of contagion effecthif
manner requires very large session sizes. Foradtieal discussion of matching procedures seeratips

et al. (2006, 2007).

*In our study each subject played for five supergnSubjects may have shared a common past opponent
in supergames three or later. Aoyagi and Frect{2@i®3) used a different in between matching prdtoco
each agent plays G>10 supergames. In the firsup8rgames they partition agents as in the former wa
described in the main text above and in the last@supergames the randomly rematch participants.



Table 1: Comparison of experimental desfans

Matching Anonymity Strategy type
protocol (identity of Designs
(within the  opponent is
economy)  unknown) Global Reactive Targeted
Fixed No Partnemot in this study 0] ® 0]
matching
Random No Public monitoring Yes Yes Yes
matching (non-anonymous)
Yes Anonymous public monitoring Yes Yes
Yes Private monitoring Yes
Yes Private monitoring with Yes (i)
punishment
High Medium Low
power power power
Not selective  Moderately Highly
selective selective

(A) Notation in the theoretical analysis

Table 2: The stage game

(B) Parameterization of the experiment

Player 1/ v 7 Player 1/ v 7
player 2 player 2
Y Y.y I,h Y 25,25 5,30
z h,| 2,2 z 30,5 10, 10

The stage gameThe stage game is a standard prisoners’ dilemmh pétyoffs
determined according to Table 2 (payoffs to coliand row players, respectivefR/\we
call action Ycooperateand action Zdefect So, we say that there eé@operationin the

® (i) In partner, the distinction among targetedctéve, and global strategies is irrelevant becaiighe
fixed matching. (i) One could interpret the podi#ip of personal punishment as a form of targeted
strategy, although the personal punishment redtieontinuation payoffs for the punisher more than
with the reactive strategy. Personal punishmengtedp the set of strategies. In particular it alldarsa
targeted strategy because an agent can punisiphisent after observing the choice of his opponent.

® We selected this parameterization as it scords digthe indexes proposed by Rapoport and Chammah
(1965), Roth and Murnighan (1978), and Murnighad &woth (1983) that correlate with the level of
cooperation in the indefinitely repeated prisondilemma in a partner protocol. Also, in Table 2 heve
Osl<z<y<hand2z< |+h <2y.



pair only if both subjects choose Y. Consequently will define the degree of
cooperation in the economy according to how maiing g@operate.

The supergameA supergame (ocycle as we will call it) consists of an indefinite
interaction among subjects achieved by a randortireation rule, as first introduced by
Roth and Mangham (1978). A supergame that has edagériod t continues into t + 1
with a probabilityd O (0,1), so the interaction is of finite but uncertain aion. We
interpret the continuation probability as the discount factor of a risk-neutral subject.
The expected duration of a supergame is-B)periods, and we sét= 0.95, so in each
period the supergame is expected to go on for @fitjanal) period$.In our experiment
the computer drew a random integer between 1 a@duing a uniform distribution, and
the supergame terminated with a draw of 96 or ofiigher number. All session
participants observed the same number, and souit doave also served as a public
randomization device.

The experimental sessiokach experimental session involved twenty subjaots
exactly five cycles. We built twenty-five economigs each session by creating five
groups of four subjects in each of the five cycléhis matching protocol across
supergames was applied in a predetermined, rourid-fashion. More precisely, in each
cycle each economy included only subjects who heither been part of the same
economy in previous cycles nor were part of theesaoonomy in future cycles. Subjects
did not know how groups were created but were méx that no two participants ever
interacted together for more than one cycle.

Participants in an economy interacted in pairs @bog to the following matching

protocol within a supergame. At the beginning ofre@eriod of a cycle, the economy
was randomly divided into two pairs. There are eéhneys to pair the four subjects and
each one was equally likely. So, a subject hadtbmé probability of meeting any other

subject in each period of a cycle. For the wholeation of a cycle a subject interacted

® With continuation probability, the expected number of periodSis Z:zl(l— 5)5”'1n =1/(1-9).



exclusively with the members of her economy. Byiglescycles for all economies
terminated simultaneously.

TreatmentsThe experiment consisted of four different treattaghat differed in the
availability of information and punishment optiofi&able 3). All treatments maintained
the same continuation probability, stage game petens, and matching protocols. Two
treatments were characterized goywvate monitoring i.e., subjects could observe actions
and outcomes in their pair, but not the identitytlsdir opponent. One, denotedvate
monitoring was the benchmark case as in Kandori (1992). dther, denotegbrivate
monitoring with punishmentadded the possibility of personal punishment. &b
could lower the earnings of their opponent, at at,cafter having observed their
opponent’s action. In order to do so, we addedcarsk stage to the one-shot game. The
first stage was the prisoners’ dilemma in Table BBthe second stage actions were
revealed, and subjects had the opportunity to pgyibts to reduce the opponent's
earnings by 10 points. No one could observe anyhef actions outside their pair,
including the personal punishment. The remaining tveatments were characterized by
public monitoring which simply means that every subject could olesdhe actions
taken in every pair. In one treatment, denotemh-anonymous public monitoring
histories were associated with identities of suisjelm the remaining treatment, denoted
anonymous public monitoringubjects observed histories but not identities.

To summarize, the availability of information ab@aations in the economy was set at
one of three different degrees. First, subjectdcche aware only of their own history
(private monitoring, private monitoring with punmbnt) or of the history of the entire
economy. Second, the history of the economy coeldnlade available at an aggregate
(anonymous public monitoring) or individual levelofi-anonymous public monitoring).
The history of the economy was provided at the egmpe level by listing everyone's
actions in random order and without identifiers. tBa contrary in the non-anonymous
public monitoring treatment, individual historiegem listed with the person's ID as label.
This allowed a subject to inspect the opponentteas in previous encounters with her

as well as the opponent’s behavior with others.



We recruited 160 subjects through announcemeniadergraduate classes at Purdue
University and signed up online. The sessions were at the Vernon Smith
Experimental Economics laboratory at Purdue Unitierdlo eye contact was possible
among subjects, and copies of the instructions warall desks. Instructions were read
aloud! Average earnings were $29.50 per subject. A sesiisted on average 110
periods for a running time of 2.5 hours, includingtruction reading and a quiz. Details
about the number and length of sessions are prdviddable 3 (each session had 20

participants and 5 cycles).

Table 3: Four experimental treatments

Private monitoring Anonymous public | Private monitoring| Public monitoring
monitoring with punishment | (non-anonymous)
Information No subject IDs; No subject IDs; list of ~ No subject IDs; Subject IDs are

own and current all 4 group members' own and current  public; individual
opponent’s action actions in random order opponent’s actions histories of all 4
group members

Punishment  Subjects can only  Subjects can only Subject can pay 5 Subjects can only
punish by defecting  punish by defecting points to reduce punish by defecting
opponent's payoff

by 10 points
Session date  21.4.05 7.9.05 27.4.05 1.9.05 28.4.089.05 12.4.05 8.9.05
Show-up $5 $5 0 0 $5 0 0 0
fee
Periods 71 104 129 125 139 99 86 128

4 Theoretical predictions

We first introduce a theoretical framework for frévate monitoring treatment based
on Kandori (1992) and then discuss the other treats) in particular the private
monitoring with punishment and public monitoringhel analysis is based on the
assumption of identical players, who are self-régay and risk-neutral, in the absence of

commitment and enforceméht.

" A copy of the instructions can be found at httpaiv.mgmt.purdue.edu/faculty/casari/anonymous.htm

8 The theoretical framework is one of a homogengmyulation. An alternative approach is to consider
subjects of different types in the experiment as,éxample, in Costa- Gomes, Crawford, and Broseta
(2001) and Healy (forthcoming).
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An “economy” is composed of four playess b, ¢, andd who interact for an
indefinite number of periods denoted t = 1, 2 Participants are randomly paired to play
the prisoners’ dilemma of Table 2. There are thness to pair participants in an
economy, fib, cd}, { ac, bd}, or {ad, cb}, and in each period one pairing was randomly
chosen with equal probabilify.

4.1 Equilibrium in the stage game

Consider the stage game described in Table 2A,hwiki@ prisoners’ dilemma. The
players simultaneously and independently selecction from the sefY,Z}. We allow
for mixed-strategies. Lenz[1[0,1] denote the probability that the representativeesla
selects Y, andL— 71 the probability that he selects Z. We u3d1[01] to denote the
given selection of the opponent.

The unique Nash equilibrium is defection. In edwilim both players choosg the
minmax action, and earp the minmax payoff. The representative playergoffais
simply his expected utility, denotédl This can be rearranged as:

U=z+M(h-2-n[N(h-y)+ @-N)(z-1)].
The player maximize® by choosingr, so can assure himself payafindependent offl.
Notice thatU is linear int, and we have assumgd h and| <z . It follows that the
player’s best response is to set 0, for anyll > 0.

Since 2z < | +h <2y, total surplus in the economy is maximized wheahepair
cooperates. Thus, we refer to the outcome whetefdayers in both pairs sele¢tas the
(Pareto) efficient or fully cooperative outcome. dbth pairs in the economy select
{Z,Z}, then we say that the outcome is inefficient. ANaquilibrium is a fixed point in
the players’ aggregate best responser, s@l = 0 is the unique equilibrium.

4.2 Equilibrium in the indefinitely repeated game with private monitoring
With private monitoring indefinite repetition of éhstage game with randomly

selected opponents can expand the set of equillbwutcomes. In this section we

® Strictly speaking, we are dealing with a game wighying opponents, since players are paired rahdom
at each point in time. However, action sets andfidynctions are unchanging. Thus, we refer tasta
supergame, following the experimental literature.

11



provide sufficient conditions so that the equilim set includes the efficient outcome,
following the work of Kandori (1992) and Ellison 994). This is achieved when
everyone cooperates in every match and in evergger

The private monitoringtreatment is characterized by two informationattions.
Players cannot observe identities of opponentswaosay that players amgrangers
Second, players can neither communicate with ettedér mor observe action histories of
others; they can only observe the outcome resuiitorg actions taken in their pair.

Clearly, the inefficient outcome can be supportec sequential equilibrium through
the strategy “defect forever.” Because repeated mplaes not decrease the set of
equilibrium payoffs,Z is always a best response to playZdby any randomly selected
opponent. In this case the players’ payoff in thdefinitely repeated game is the present
discounted value of the minmax payoff forezgl—o).

If o is sufficiently high, however, then the efficiemtitcome can be sustained as a

sequential equilibrium. Formally, we have the faliog result.

Lemma 1.Let & 0(01) be the unique value afthat satisfies

0%(h-2)+d(2h-y-2) -3h-y)=0.
If 5>, then the efficient outcome can be sustained segaential equilibrium. In an
economy with full cooperation, every player receigayoff y/ (1J).

The proof is in Appendix A and follows that found Kandori (1992). Here, we
provide intuition. Conjecture that players behaceoading to actions prescribed by a
social norm; a social norm is simply a rule of babathat identifies “desirable” play and
a sanction to be selected if a departure from #sérable action is observed. We identify
the desirable action by and the sanction bg. Thus, every player must cooperate as
long as she has never playgor has seen anyone selgctHowever, as soon as a player
observe¥, then she must selegtforever after. This is known asgaim trigger strategy
In our experiments, this strategy is equivalenivtat we call aeactive strategyi.e., a
player will choos& if and only if one of his opponents has cho&gn

Given this social norm, on the equilibrium path ryeae cooperates so the payoff to

12



everyone is the present discounted valuey dbrever: y/(1-0). A complication arises
when a player might want to defect sifitey . Hence, since<y , it must be the threat

of minmax forever that deters a player from defegtiNotice that a player deviates in
several instances—first, in equilibrium, if she Imad observed play & in the past but
choose< currently, and second, off-equilibrium, if she lndserved play of in the past
but playsY currently.

Consider one-time deviations by a single playempnovability criterion). It should
be clear that cooperating when no defection haslexen observed is optimal only if the
agent is sufficiently patient. The future rewardnfr cooperating today must be greater
than the extra utility generated by defecting todagtead, if a defection occurs and
everyone plays according to the social norm, thesry®ne will end up defecting since
the initial defection will spread by contagion. &ivthat the economy has only four
players, this contagion in our experimental ecomsnshould occur very quickly. This is
illustrated in Figure 1, by the line labeled reaetstrategy.

Cooperating after observing a defection should béssuboptimal. Choosingin this
instance can delay the contagion but cannot stopoitsee why, suppose a player has
observedZ. If he meets a cooperator in the following perithetn choosingy generates a
current loss to the player because he earn@nstead ofh). If he meets a deviator,
choosingY also generates a current loss because he keaatker thanz . Therefore, the
player must be sufficiently impatient to preferyplaf Z to Y. The smaller aré and vy,
the greater is the incentive to plZy Our parameterization ensures this incentive gxist
forall 60 (0,1 soitis a dominant strategy to play Z after obisgy (or selecting) Z.

Assuming a homogenous population in our experinheatanomies, the preceding

discussion has two immediate predictions, whichpatforward below.

Proposition 2. In our experimental economies with private monmitgy the efficient
outcome can be sustained as an equilibrium.

Proposition 2 follows directly from Lemma 1. Foetkfficient outcome to be a feasible,

we needd = J . In our experimental desigd = 0.95 andd =0.443 , a value that

13



solves the condition in Lemma 1 for the parameégion given in Table 2B°

Proposition 3. In our experimental economies with private monmitgy the efficient
outcome can be sustained as an equilibrium withigirig personal punishment. Instead,
this outcome cannot be sustained as an equilibdfymmelying exclusively on personal
punishment.

Recall that with personal punishment an agent hagption, at a cost, to lower the
current earnings of his opponent only after obsegrvihe outcome of the prisoners’
dilemma. In a one-shot interaction, choosing paabkpanishment is a dominated action
because it is costly for the punisher. In our desigg interaction is indefinitely repeated,
but personal punishment is still individually suboyal for the same reason it is in the
one-shot game.

Personal punishment is dominated for two reasoinst, it does not trigger a faster
contagion to the state of economy-wide defectionodr design agents are anonymous,
randomly matched in each period, and can only ebsactions and outcomes in their
pair. Hence, to someone outside the match, a clodipersonal punishment is no more
visible than a choice of defection. Because ofgigvmonitoring, personal punishment is
no more efficient than a “grim trigger” defectiomategy, and in addition, it is costly.

Second, the sole use of personal punishment caust&in cooperation, even with
public monitoring. The reason is that personal glument is not a credible threat because
after observing a defection, it is never individyalptimal to pay the cost for personal
punishment! For instance, a strategy where agents always catepand respond to a
defection only with personal punishment for theigubicannot sustain cooperation. After
the opponent defects, an agent has no incentiudlict personal punishment because it

simply adds a further loss. Additionally, the inttea to defect in following periods

10 Contagion equilibria as in Kandori (1992) are nobust to adding a small amount of noise in the
observation of individual behavior. With noise, didpria arise similar to those in the continuum ifim
where individual behavior is unobservable (e.ge, AeNajar and Smorodinsky, 2001, Fudenberg, Levine
and Pesendorfer, 1998, Levine and Pesendorfer,)199% can suppose that the larger the populatiien,
greater the instances of noise in observabilitylebsen such instances in our experimental ecorsni
work with four-agent economies, the smallest pdesiimber that allow pairwise anonymous matching.
1 On the contrary, defecting after having observeefaction is an optimal strategy.

14



remains because defection is the unique best respam the one-shot game. In
conclusion, though personal punishment is a sefiicthreat to sustain cooperation, it is
not a credible one.
4.3 Equilibrium in the indefinitely repeated game with public monitoring

In this section we specify that the efficient out@ can also be sustained as a
sequential equilibrium in the treatments in whitke thistory of actions taken in the
economy is public information. Of course, with manérmation the possible strategies

that sustain the efficient outcome are expanded.

Proposition 4. In our experimental economies with public monitgrirthe efficient
outcome can be sustained as an equilibrium.
When we allow for public monitoring, instead, thalue of d can only fall. It is now

0.25 since according to the grim trigger strategycurrent defection implies a sure
defection by any future partner. This is illustchie Figure 1 by the line denotegbbal
strategy representing a grim trigger strategy in whichnpenent defection occurs as

soon as a defection is detectetywheren the economy (in or outside the pair).

Figure 1: Dynamic reaction to a defection in annecoy
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The important aspect of public monitoring is thatigg more information about
actions is beneficial to cooperators in severafediht respects. First, a player who
observes a deviation might have the option to defethe future only with a subset of
players (for instance, those known to have dev)atdthis can only increase the
frequency of cooperation in the economy becaus®@lotvs players to cooperate with
those known to cooperate. Second, a player islikedg to experience a defection as a
result of a past defection by someone else. Intiaddmore information is detrimental to
deviators, since they can be targeted more efidgtiAll of these elements serve to
increase the payoff for a cooperator and decreaser ia deviator, which generates
incentives to cooperate for even lower discountofac

Below we identify three broad classes of strategiéey do not exhaust all possible
behaviors but are indicative of three intuitive wayf behaving. First, players could
switch from a cooperative mode to a punishment nvduen they observe a defection, no
matter if coming from an opponent or someone eisthé economy. We have already
called it aglobal strategy Conversely, players could switch to a punishnmeotle when
they observe an opponent defect, but stay in catigermode if a defection is observed
elsewhere in the economy, what we refer to esaativestrategy Finally, an even more
selective strategy would involve a player switchiog punishment mode after observing
an opponent defect, limiting defections only taufetencounters with the same opponent,
while staying in a cooperative mode with anyonee.ele refer to this as @rgeted
strategy It is easily demonstrated that, with a targetiedtesgy, the efficient outcome is
optimal as long a8 is greater than 0.5.

In random matching with non-anonymous public mamiip all classes of strategies
are available. On the contrary, with private manitg reactive strategies are available,
but global and targeted strategies are not. Hara@tions in cooperation level between
treatments could suggest what class of strategiesnees cooperation (see Table 1).

One can classify strategies also using a “powed an‘selectivity” score. Power
relates to the incentives to keep cooperating, evgllectivity relates to the incentives to

punish following a defection. Theower of a strategy is the maximum punishment that
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can be inflicted on a defector, which depends om ithmediacy and frequency of
punishment. Global strategies have the most powealse punishment can take place
the following period and applies to everyone (Fgglij—all else being equal, the greater
the power, the lower the continuation payoff fomemne who defects when everyone
else is cooperating. Hence, a strategy with greaierer reduces the incentives to defect.
Global strategies provide the largest possibleathstnce punishment is immediate and
indiscriminate. Targeted strategies have the lpasfer, while reactive strategies occupy
a space in-between the two. For example, with pubbnitoring, the lower bound f@r
falls by about 40% when we move from a reactivategy to a global strategy, and by
about 50% when we move from a targeted strategyglobal strategy.

The selectivityof a strategy is linked to the incentives to phnilefectors. Targeted
strategies are the most selective and allow aderganish at the lowest cost. We use the
term selectivitybecause it is related to the richness of inforomatheeded to support

cooperation. A more selective strategy requiraaex partition of the information set.

5 Results
We first present results on the aggregate outcdresults 1-6) and then on the
strategies employed to sustain those outcomes IiR&s(i1). The section is broken up by

treatment so that the discussion can be more fdcuse

Result 1. The introduction of public monitoring in the nonesymous treatment
increased cooperation over private monitoring.

Figures 2 and 3 and Table 4 provide support foruRels In the non-anonymous
public monitoring average cooperation across ecae®ns 81.5%. For an economy
k=1,..,50 we define the actiop“af an agent j=1,..,4 in period t=1,% &f economy k to
be an elementit'éD{O,l} ={Z, Y}; a cooperative action is coded as 1 and &edkon is

T¢ 4

coded as 0. Therefore, the average cooperation gcanomy Kk isc, :—ZZ a’ and
t=1 i=1
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L 1 . .
across economies rs:—Zc:K . Although economies have different length they are
k=1

given equal weight in our measwref average cooperation across economies.
Figure 2: Average cooperation across treatniénts
100%

90%
81.5%

80%

74.2%
70% |
s | 0% 58.6%

Private Anonymous Private Public
monitoring public monitoring with monitoring
monitoring punishment (non-
anonymous)

A Mann-Whitney test conducted on cooperation in-anonymous public monitoring
shows significant difference with private monit@ifs9.5%, p-value 0.0001) and with
anonymous public monitoring (58.6%, p-value 0.00@®sult 1 is consistent with data
reported in the literature of high levels of co@iem in the partner treatment. Similar to
a partner design, participants interact in paird lamow the whole individual history of
interaction, but unlike it, the match for the peris randomly picked from a group of
three other individuals.

We also report the distribution of the fifty econesby average cooperation level,
which is illustrated in Figure 3. About 38% of teeonomies have cooperation rates
above 98%. The superiority of non-anonymous puplanitoring is clear also from the

average cooperation in the initial period acrosmemies, shown in Table 4.

© We aggregated economies from all cycles by treatrard carried out Mann-Whitney tests of pairwise
differences in cooperation between treatments ebgfices are statistically significant at 1% levithwwo
exceptions: private monitoring vs. anonymous pubibnitoring and private monitoring with punishment
vs. non-anonymous public monitoring. One econongnis observation; in each compariserm=50.

18



Figure 3: Empirical distribution of average coopieraby economy’
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Table 4: Cooperation in the first period of an ewog

Number of Private Anonymous Private monitoring| Public monitoring
cooperative| monitoring | public monitoring| with punishment (non-anonymous)
actions

Average cooperation

73.5% 70.5% 84.5% 87.0%
Frequency of cooperation in an economy
4 36% 26% 50% 54%
3 30% 42% 38% 40%
2 28% 22% 12% 6%
1 4% 8% 0% 0%
0 2% 2% 0% 0%
Frequency of cooperation in a match
2 58% 51% 71% 75%
1 31% 39% 27% 24%
0 11% 10% 2% 1%

®) Kolmogorov-Smirnov two-tail two-sample test ontdisutions confirms results from the Mann-Whitney
tests on the differences between averages. On and private monitoring and anonymous public
monitoring are not statistically different (10% ¢&akence level, i=n,=50). Conversely, private monitoring
with punishment and non-anonymous public monitogrg not statistically different. Treatments frdme t
two groups are instead statistically differentestst at a 5% level.

™ In each treatment the number of observations ®BEtverage” and “frequency of cooperation in an
economy” and 100 for “frequency of cooperation imatch.”
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Result 2.Cooperation did emerge in economies with privata@itooing. Cooperation in
later cycles is higher than in earlier cycles.

Figures 2 and 3 and Table 4 provide support foruRex In the private monitoring
treatment average cooperation across economies®/a% for all periods and 73.5% for
just the first periods, which are remarkably higiveg results in previous studies
(Schwartz et al., 1999; Ochs and Duffy, 2006). Tgrievides support to the empirical
relevance of the theoretical results of KandorB@)%and Ellison (1994).

The average cooperation had an increasing tremsg®cycles, as seen in Figure 4.

Figure 4: Average cooperation across cycles
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80% r
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0% ‘
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This figure suggests that as subjects became &anwiith the incentive structure of
the indefinite repetition, they responded by insie@ cooperation levéf. This finding is
in line with previous studies (Aoyagi and Frechef@03; Dal B6 and Frechette, 2006)

and marks a difference with finitely repeated pnms’ dilemmas and voluntary public

2 There is statistically significant learning acraysles. We aggregated economies from all treatsrient
cycle and carried out Mann-Whitney tests of paiewdifferences in cooperation between cycles. The
increment between cycle 1 and 5 is significant%tlével. The most significant jump in cooperatiend|

is from cycle 1 to cycle 2 (5% significance) white difference between cycles 4 and 5 is not siganit at

a 10% level (one economy is one observation; ith eaparison 1¥n,=40).
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good games, where average cooperation in expemsmentgenerally positive but
declining over time (Palfrey and Rosenthal, 19®%)en if one expects some degree of
cooperation in our private monitoring economiesegithe salience of the payoffs, the
increase in cooperation from one cycle to the rigplayed in Figure 4 is in sharp

contrast with the evidence from finitely repeatadhgs.

Result 3.In the anonymous treatments, the introduction dflipumonitoring did not
improve cooperation over private monitoring.

Subjects in public monitoring possess informatibow the choices of others that is
unavailable in private monitoring. Figure 2 showsatt when this information is
anonymous, it does not foster cooperation. Aveaggeration is around 59% in both
treatments, and the difference is statisticallygnisicant (Mann-Whitney test, p-value

0.418, n=n,=50). First period averages lead to the same csiuciyTable 4).

Result 4. The introduction of personal punishment in the amoous treatments
increased cooperation.

Figures 2 and 3 and Table 4 provide support foruRes When we add personal
punishment to economies with private monitoringerage cooperation jumps from
59.5% to 74.2%. This difference is statisticallgrsficant at a 1% level (Mann-Whitney
test, p-value 0.0067). This difference is also emtd when comparing average
cooperation in the first period of each cycle (¥8.9s. 84.5%, Table 4). Surprisingly,
average cooperation is statistically indistinguidbafrom the non-anonymous public

monitoring treatment (Mann-Whitney test, p-valu&Sa.,).

Result 5 (Realized efficiency).In the anonymous treatments, the introduction of
personal punishment increased realized efficienegr qorivate monitoring and over
public monitoring.

The comparison among treatments in terms of rehlieHficiency substantially
confirms the conclusions drawn in Results 1-4 iimte of average cooperation. We

T 4
define realized efficiency in an economy k@;T—ll(ZZ(nfi —10) /(25-19.

t=1 i=1
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Where the payoffs of the static-game are given &dbland range from minimum
earnings of 10 to maximum earnings of 25 pointalked efficiencye ranges from 0 to
1. In particular,ee=0 when everyone in the economy always defect, @rd when
everyone in the economy always cooperates. Withsopad punishment realized
efficiency can be negative, with a minimum of -1emheveryone always defects and
always punishes. The realized efficiencies forfthe treatments in the experiment were
59.5%, 58.6%, 65.2%, and 81.5%, respectively.

Results 6 (selection of equilibrium).In all treatments, period 1 cooperation is
significantly different than zero. Hence, therenis evidence of coordination on the
inefficient outcome.

Table 4 provides evidence for Result 6. Choicethanfirst period of each economy
suggest whether some equilibrium among the mangilpleshad a particularly strong
drawing power. One can examine how subjects coatelhin the initial period by
looking either at agreement of choices in the eognor in the pairwise match; see Table
5 in Appendix B. Either way, we can rule out thabjects attempted to coordinate on
defection. In particular, at least half of the emmies started with full cooperation in two
treatments, public monitoring (non-anonymous) andape monitoring with punishment.
If we consider matches as the relevant unit of nMagi®n, both subjects cooperated in

more than 50% of the matches in every treatment.

Result 7 (strategy employed).There is evidence of use of reactive strategieth@n
private monitoring treatment. Subjects who obseraedefection by their opponent
switched from a cooperative mode to a punishmexlemo

Table 5 (in Appendix B) and Figure 4 provide supgdor Result 7. Table 5 reports
the results from a probit regression that expléwesindividual choice to cooperate (1) or
not (0) using as regressors dummies that controfixed effect (cycles, periods within
the cycle, individuals), as well as the durationtloé previous cycle, and a set of six
regressors to trace the response of the represensatbject to an observed defection. In

this manner we can understand the type of strateggloyed by the representative
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subject. The specific choice of regressors is amerg many possible ways to trace
strategies. One advantage is to detect whetheeastpllowed theoretically well-known
strategies such as grim trigger or tit-for-tat (kgd, 1984). For simplicity our strategies
embed a maximum delay of five periods. The grimger regressdt has a value of 1 in
all periods following an observed defection and O wtiee. The five tit-for-tat
regressors have a value of 1 onlyone period following an observed defection and 0
otherwise. The first takes value 1 in the periodhediately following the defection. The
second takes value 1 in the second period followidgfection, and so on.

If subjects switched from a cooperative to a pumisht mode following an observed
defection, we expect at least one of the strateggessors to be negative. For example, if
subjects punished for just two periods followinglefection, we expect the sum of the
estimated coefficients of the grim trigger regresand the tit-for-tat regressors to be

negative for the first and second period followandefection, and zero afterwards.

Figure 5: Strategies of the representative sulijegtivate monitoring
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13 We label a regressor “grim trigger” because itirets us of the well-known grim trigger strategy,igth
specifies a permanent shift to punishment follonargefection.
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Figure 5 illustrates the marginal effect on thejfrency of cooperation in the periods
that followed an observed defectibh.The focus on the first five periods is for
convenience in showing patterns in the results. fEpeesentation for “any more than
five” periods is based on the marginal effect o trim trigger regressor only. The
representation for periods 1 though 5 is basecherstim of the marginal effects of the
grim trigger regressor and the relevant tit-for-tagressor. The L-shaped pattern of
response suggests a downward shift in cooperatioeld immediately after a defection.
This shift appears to be persistent. The grim &igggressor is significant at a 1% level,

and all other strategy regressors are significahf%o level or more (Table 5.

Result 8 (strategy employed). Two types of strategies were used in the private
monitoring with punishment treatment. Subjects wabserved a defection by their
opponent sometimes employed personal punishmelat sthying in a cooperative mode.
Other times, they switched from a cooperative ntodgepunishment mode.

Table 5 and Figure 6 provide support for the fpatt of Result 8. Similar to the
private monitoring treatment, Figure 6 (see foandB) suggests a downward shift in
cooperation levels following a defection, whichimsmediate and persistent. The grim
trigger regressor is significant at a 1% level (€ab). In contrast to the private
monitoring treatment, the magnitude of the downwslridt in cooperation levels is now
substantially lower.

One may conjecture that subjects sometimes comtimeeperating but sanctioned
through personal punishment. Table 6 shows that ofothe personal punishment was
given by cooperators when their opponent defedtedbout 58% of such encounters, the

cooperator requested personal punishment be edlioch the opponent.

14 Figure 5 is based on Table 5 using the coefficesttmates coding reactive strategies. Period 0 is
exogenously set at 0%. The point for “any more tbans the marginal effect on the frequency of
cooperation of the grim trigger regressor. Peribdbrough 5 are the sum of two marginal effectghan
frequency of cooperation, the effect of the grimgger regressor plus the proper tit-for-tat regoegge.
coding reaction one period after the observed defecor period 1, coding reaction two periods afttee
observed defection for period 2, etc.). Margindéets for the tit-for-tat regressors are computadgfim
trigger regressor set at 1 (i.e. defection)

15 Table 6 reports that the actual length of the mpnewicycle influenced the propensity of participaiots
cooperate—the longer the previous cycle, the highercurrent cooperation level. This confirms the
finding reported in Aoyagi and Frechette (2003) &mgjle-Warnick and Slonim (2004).
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Figure 6: Strategies of the representative sulmegtivate monitoring with punishment
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Table 6: Frequency of personal punishrhént

Opponent receiving punishment
Cooperate Defect
Subject requesting Cooperatg 0.1% 58.3%
punishment Defect 5.4% 5.2%

Whenever a subject requested personal punishnfeatyas more likely to continue
cooperating. Table 7A suggests that a cooperatmuenering a defector was much more
likely to cooperate in the following period wherestequested personal punishment than
when she did not; there was an astounding 29% piffietence (75.5% vs. 46.7%).

In interpreting Result 8, recall that our theoratidramework is one of a
homogeneous population, as in Kandori (1992) antisdal (1994). Within this

framework the punishment behavior we have obseseamins at odds with equilibrium

® The unconditional frequency of personal punishnien®.1%. Each cell indicates the frequency of
personal punishment inflicted on the opponent diontl on the outcome in the match in stage oneréth
are four possible outcomes). The outcome (Coopetetfect) occurred 509 times.

18 Table 7B suggests that a defector who had beeistpeohby a cooperator was more likely to cooperate
the following period (34.5% vs. 24.1%). Once wetcolted for all other factors, however, the eviders
not so clear-cut (Table 5).
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predictions, since subjects could only achieve eoaon by triggering to permanent
defection. As already noted, for our parametermzrathe set of outcomes does not expand
with the addition of personal punishment. There amvever, behavioral reasons why
subjects may have preferred personal punishmertotomunity punishment. In the

concluding section of the paper we will put forwamime conjectures.

Result 9 (strategy employed).Subjects preferred reactive strategies over global
strategies. In the anonymous public monitoring tmeant, a defection by an opponent
generated a stronger response than a defectionvekses in the economy.

In anonymous public monitoring subjects observeetivtr a defection had occurred
in the match or elsewhere in the economy. Hencdy beactive and global strategies
were available. A subject using a reactive strafggyished everyone once a defection in
the match had been experienced, but kept coopgridtindefection was observed outside
the match. In contrast a subject using a globakeyyy started punishing everyone once
she had observed a defection, no matter if it clrome an opponent or someone else.

Figure 7: Strategies of the representative sulmjeahonymous public monitoring
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Figure 7 and Table 5 provide evidence for ResuRi@ure 7 is based on the marginal
effects estimated using regressions in Tabté IB. addition to what has already been
explained above in relation to Figure 5, the coafpen choices for anonymous public
monitoring includes additional six strategy regoesdo trace global strategies (Table 5).
The representative subject that experienced a tilafiedisplayed a strong and persistent
decrease in future cooperation levels (solid lineFigure 7). Conversely, when the
representative subject observed a defection outhielenatch but did not experience it,

the response was much weaker (dashed line in Fiydfe

Table 7: Transitional matrices in private monitgrinith punishment

(A) Choice after a subject cooperated
and opponent defected
Subject choice in the

(B) Cadifter a subject defected
and oppormrperated

Subject choice in the

Did the subject

following period

Did the subject

following period

requestpersonal receivepersonal
punishment? | Cooperate  Defect punishment? | Cooperate  Defect

Yes 75.5% 24.5% Yes 34.5% 65.5%

No 46.7% 53.3% No 24.1% 75.9%

Result 10 (strategy employed)Subjects preferred targeted strategies over reaciind
global strategies. In the non-anonymous public nooimg treatment, a defection by an
opponent generated a strong response in future werteos with the same opponent,
while defections outside the match were ignored.

In non-anonymous public monitoring subjects obsgra#l individual histories.
Hence targeted, reactive and global strategies wkravailable. Recall that a subject
using a targeted strategy punished only opponerits Wwad defected in previous
encounters but cooperated with everyone else, #\thry had defected in the past with

someone else.

" The graph uses the coefficient estimates codiagtinee and global strategies, respectively. Setnfie

for Figure 5. Marginal effects for the reactiveastigies were computed for the average values tiaglo
strategies regressors. Marginal effects for thédglatrategies were computed for the average valties
reactive strategies regressors.

8 The two lines in Figure 7 overlap for periods “angre than 5" because of how reactive and global
strategy regressors are defined (see Figure 1).
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Table 5 and Figure 8 provide evidence for ResultFi§ure 8 reports the marginal
effects estimated using regressions in Tabtd . addition to what has already been
referenced in relation to Figure 7, the cooperatboices for non-anonymous public
monitoring includes six additional strategy regoessto trace targeted strategies (Table
5). The representative subject that experiencedefaction displayed a strong and
persistent decrease in cooperation levels whenrduancounters involved the same
opponent (dark solid line in Figure 8). In contrabkere is little support for the use of

either reactive or global strategies (light soldl @ashed lines in Figure 8).

Figure 8: Strategies of the representative sulmjecbn-anonymous public monitoring
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19 The graph uses the coefficient estimates codinggtad, reactive and global strategies, respectiBalg
notes on Figure 5. Marginal effects for the tarded&rategies were computed for the average valties o
reactive and global strategies regressors. Margiffatts for the reactive strategies were comptdaethe
average values of targeted and global strateggressors. Marginal effects for the global strategiere
computed for the average values of targeted ardivesstrategies regressors.
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Result 11 (strategy employed)Subjects employed grim trigger strategies and rehtl
revert to a cooperative mode. In all treatmentsededtion of an opponent triggered a
persistent decrease in cooperation. In particultoljowing a defection, economies in
public monitoring treatments did not appear to meve a cooperative mode.

While in private monitoring treatments, cooperatamuld be supported only through
grim trigger strategies; in public monitoring tneents cooperation could also be
supported through T-period trigger strategfeRegression results from Table 5 allow us
to detect if such type of strategies were actualtyployed. In that circumstance one
should see after T period from a defection a frtdicobvery” to pre-defection cooperation
levels. However, no such recovery can be detecteoh fFigures 7 and 8. This is
consistent with previous findings in different segs (Mason and Phillips, 2002). After
an initial drop, one period after the defectione amould observe an upward trend in the

marginal effect curves of Figure 7 and 8. Instélad,curves look generally flat.

6 Final Remarks

We studied long-run equilibria in experimental emmies composed bgtrangers
who play indefinitely a prisoners’ dilemma in pai®ubjects are randomly matched and
cannot directly communicate, and their identitiesl distories are private information.
Achieving cooperation in this setting is difficddecause subjects can neither commit to
cooperation nor enforce it, especially because oppts vary randomly over time.
Contrary to our expectations, we found that subjetitl overcome these hurdles and
cooperated at high and increasing rates (privata@itoring treatment). This result
provides empirical support to the well-known theimad results of Kandori (1992) and
Ellison (1994), who specify conditions under whicboperation is an equilibrium of
infinitely repeated games among strangers. Our reapifinding is a novel contribution
given the weak evidence provided on this point bgvipus experimental studies
(Schwartz et al., 1999; Duffy and Ochs, 2006).

20 At the end of each period, everyone observes #melam draw. That number can be used as a
coordination device. In particular, even in priva®nitoring subjects could coordinate a reversion t
cooperation using that publicly observed number.
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We then built on this initial finding by studyinfjand how the introduction of some
prototypical institutions, capable of reducing eithinformational or enforcement
frictions, would impact the emergence of cooperatifprivate monitoring with
punishment, anonymous public monitoring, non-anamysn public monitoring
treatments). According to theory, none of thesdititons alters the lower or upper
bound of cooperation possible in equilibrium. Y#tey had a remarkable impact on
cooperation levels observed in the experiment.

In some treatments we increased the availablen#ton by displaying the histories
of actions of everyone in the economy (public manitg). Such information sometimes
had no effect on aggregate cooperation levels amgtmes had startling effects. It turns
out that unless histories could be traced back spexific individual, this additional
information was not used. In the anonymous publienitoring treatment, subjects
received aggregate information about historiesham économy, but failed to exploit the
information to increase cooperation above the peiv@onitoring treatment. Instead,
when details about identities were added to thggeagate information (non-anonymous
public monitoring), cooperation was considerablghgr. Second, in some treatments
subjects had the costly option to lower the opptsagrayoff. In this personal punishment
treatment cooperation levels increased so dranfigtichat they are statistically
indistinguishable from the non-anonymous public itwing treatment.

Another main contribution of the paper is to shaghtl on the classes of strategies
employed by subjects who indefinitely play a prisa dilemma. The subjects’ behavior
in our experimental economies suggests a stronterprece for strategies that are
selectivein punishment (i.e., a preference for narrowingvdahe sets of targets of
punishment). Indeed, when strategies with diffetenels of selectivity were available,
subjects invariably chose the one with the mosicéigle punishment. For example, when
subjects remained anonymous but could see all rlestoin the economy, the

representative subject mostly defected only aftesirig directly experienced a defection
(reactive strategy). When subjects could also swedividual identities, then the

representative subject essentially targeted hefisporent toward those who directly
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cheated her in previous encounters, but coopevatbceveryone else. This is remarkable
because the power of a targeted strategy (punesieulprit only) is lower than that of a
global strategy (punish everyone as soon as one @&esefection); the latter strategy
immediately triggers an economy-wide defection, asda result incorporates a bigger
threat™ In fact our data suggest that the threat of ecymnide defection has low
credibility. For instance, when economy-wide defectwas theonly available threat to
support a cooperative outcome (private monitoriggitment), we observed the lowest
levels of cooperation in all treatments in periodrhis result indicates that subjects may
doubt that a single defection will trigger an ecoryewide punishment.

We derived some possible reasons for the frequemiollsome classes of strategies.
First, subjects may have other-regarding prefereffcie which case they would prefer
punishment schemes that decreased the harm toredagewhile raising it for defectors.
This attitude would suggest a strong preferencetdogeted strategies over reactive or
global strategies, and therefore, a reluctance ngage in economy-wide defection.
Second, subjects may prefer simpler strategiesuisecaf cognitive costs. The results
obtained provide mixed evidence on this point. Angirigger reactive strategy may be
the simplest choice available because it requiresvledge of the outcome only in the
current period and only in the subject’s match. edtbtrategies may involve a higher
cognitive cost because they require the monitoahgdentities, as when strategies are
targeted, or of outcomes in other matches. Anothension of complexity could be
time-dependence as in t-period punishment strategibich are not observed. In public
monitoring treatments t-period punishment strategee feasible and deliver higher
continuation payoff. Self-regarding agents, andnewsore so other-regarding agents,

should prefer t-period punishment to grim triggeategies. Yet, punishment following a

2L |f power is a criterion to select strategies, tirethe anonymous public monitoring everyone shaise

a global strategy, which is not observed. In the-anonymous public monitoring one should obsera¢ th
a defector is punished by everyone in every futnatch, which is not observed.

22 There is an experimental literature that validakeés conjecture (e.g., see Fehr and Gaecther,)2002
several models of other-regarding preferences xisat alternatively focus on: altruism,inequality
aversion or reciprocity (see Sobel, 2005 for ageyi

% The economies included just four subjects, andrinition was clearly displayed and easily accessibl
So, one can hardly argue that monitoring identities histories was a demanding task.
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defection appears to have no reversal trend e see little evidence of time-dependent
strategies). Although this observation may sugdieat simplicity plays a role in the
selection of strategies, we also observe the useaosé complex strategies that involve
several contingencies, such as targeted strategies.

The widespread use of personal punishment alsav@sssome discussion. Through
personal punishment, a subject can directly andediately lower the earnings of her
opponent, which is not a best response for a sghinding, rational agent (proposition 3).
In the experiment, however, availability of perdopanishment remarkably increased
aggregate cooperation from the very first periode @an think of several reasons for the
use of personal punishment. One is reciprocity b&ea subject may be happy to pay a
cost to lower her opponent’s earnings in orderetiprocate for her defection. In this
manner she avoids harming cooperators through Ipgisonly those who have been
unkind. Under private monitoring, a reciprocatod v other equilibrium strategy with
comparable selectivity in punishing defectSts.Another reason is simplicity because
personal punishment neither requires knowledgetlwdre’ strategies nor coordination on
some informal punishment scheme. Moreover, peftspoaishment is unavoidable.
When using a reactive strategy, instead, punishingefecting is uncertain because the
interaction could suddenly end. A final reason dising personal punishment involves
using a channel of costly communication, which rhaye helped in coordinating (e.qg.,
see Cooper et al., 1996, Crawford, 1998, Van Heyckl, 2002).

A tentative conclusion is thus that cognitive casiay play a minor role in driving
strategy choice, while other-regarding preferencesy be more relevant. We plan to

tackle this issue in future work.

% |f the subject uses a reactive strategy, shepwitlish the defector in future periods. Moreovehgos in
the economy will eventually punish that defector.
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Appendix A
Proof of Lemma 1
In this section we develop the proof of the Propmsi We start by discussing payoffs,
given a deviation. A player deviates from desirddypn two instances: In- or off-
equilibrium, if she has not observed a deviatiothi past but choos&s currently. Off-
equilibrium, if he has observed a deviation in gast but playy, currently. Since the
environment is stationary, by the unimprovabilityterion we restrict attention to one-
time deviations. We also consider only single-ptadeviations. While this simplifies the
analysis, deriving off-equilibrium payoffs still gaires a bit of work (which is why we
include the proof in the appendix). The problerthet players observe only the actions in
their pair; in order to calculate expected valuee, must know how uncooperative
behavior spreads to the economy after a defecsiobserved.
Al The diffusion of sanctions in the economy
Consider a representative peribdnd recall that there are 3 possible ways to foair

players. Thus, ifd=1---,4 is the number of players who choose Z currenthgnt

d =d,--,4 is the number of deviators tomorrow, which depemushe current realization
of the random paff> As noted above, the central concern of a playtadikelihood that

her/his opponent does not cooperate. Thus, we trépemprobabilitiesp, that a player

who selectsZ today will meet a cooperator today, given tldafplayers choose Z today.

We also calculate Pd'|d] (i.e., the probability that tomorrow there age individuals

who play Z, given that today there ate).

The first set of probabilities is needed to deteerthe expected current utility to a player
who is aware of a deviation or that deviates, $elg@. The second set of probabilities is
needed to calculate the continuation payoff folaygr who is aware of a deviation or
that deviates, selecting Indeed, they will give ugransition matrices allowing us to
calculate the various probabilities that the samcgpreads to the rest of the economy.

Notice that there will be two contingencies to ddas In one case we calculate

25 Clearly, if D; =0, then D;4q =0 with certainty.
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probabilities under the conjecture that every plafglows the sanctioning behavior
specified by the social norm; the other is derivedler the conjecture that one player
deviates from the sanctioning behavior, once.

Case 1. Off-equilibrium, everyone sanctionsConsider a player who currently selects
Z. Let p=(p1,p,,p5,.04) With py being the probability that he meets a cooperategrgi
that d=1,--- ,4 players currently select Z. Clearly, the prob&pilhat he meets someone

who chooseZ is 1 — p. Recall that each player can be paired to thrieergilayers, with

equal probability. Therefore, we have

2 1
= _1_10
p=0Q 3’3 )
Here, the transition matrix is:
1 2 3 4
10 1 0 O
A=|2 0 1/3 0 2/3

30 0 0 1
4 0 0 0 1

The bold numbers in the rows (columns) indicate ribenber D, (D,4;) Of players who

currently (next period) play. Each cell represents the corresponding conditiona
probability P{ D, |D;]. Clearly, Pr [2]|1] = Pr [4|3] = 1 since if an oaldmber of players
playsZ today, then at least one of them is paired toaperator. The latter will choose

in t+1. Also, Pr [4]4] = 1, since the social norm doed Bspecify reversion to
cooperation. To see why Pr [2|2] = 1/3 and Pr [H22/3 recall that there are three
possible pairings. One of those involves the tvaygis who currently choo&e So, with
probability 1/3 the sanctioning behavior does matead further. If that pairing is not
realized, thenZ will be necessarily seen by the remaining two ewafors. So, with
probability 2/3, next period everyone will chooke sanction, Z.

Case 2. Off equilibrium, one player does not use ¢hprescribed sanction.

Suppose, off-equilibrium, a player who observedexiation in the past chooses to
deviate from the sanctioning rule and pl&ythis period. Instead, everybody else follows

the social norm. Consider this player. Agajy is the probability that he meets a
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cooperator given thad=1,--,4 players have observed Z in the past. The prolabiiat
this player meets someone who choosesiZ s.

However, since this player choosésistead ofZ, the transition matrix is now different:
1 2 3 4

~jr0o 1 o o
A=|2 0 1/3 2/3 ©
30 0 1/3 2/3
40 0 0 1

Again, Pr [2]1] = 1, since this is the case whemmne observed a deviation in the past but
someone chooses to playtoday. Also, Pr [4|4] = 1 since the player whoid&s today
by choosing cooperation will revert back to playidgin the next period (onetime
deviation). Now, consider the second row, i.e., thge when two players observed a
deviation, but only one of them plagstoday (reverting to playing, tomorrow). Here,
only one of the three possible pairings includeth Imayers who observed a deviation. In
this case the sanctioning behavior does not spigdder. In the other two pairings, it
spreads only to one more player, since only ongeplplaysZ today. Hence, we have Pr
[2]2] = 1/3 and Pr [3|2] = 2/3. The third line imdarly explained.

A2 Off-equilibrium payoffs

Using the matrices above, we can now constructegfflibrium payoffs in two
contingencies. The first is in equilibrium, wheretplayer deviates for the first time,
choosingZ. The second is off equilibrium, when the playes lobhserved uncooperative
behavior in the previous date (i.e., has s&dor the first time) and now deviates by
cooperating, choosing

Payoff from a deviation, when everyone follows theanctioning rule. Suppose that

every player follows the social norm. Define théuoan vector:
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whereV, denotes the expected lifetime utility at the st#ria period, before pairing
takes place, to a player who selects Z currenthergthatd =1,--- ,4 players choose Z
currently?® Using the vector of probabilitiep and the transition matrid, where we
denoteA, the d™ row of matrixA, we have:

V, =z+p,(h- 2+JAV
That is, the expected current utility depends be probability of encountering a
cooperator. When he meets a cooperator the playes & , and otherwise he earrs,
The continuation payoff is 0 with probability5, and it isAv with probability 5. The

latter component tells us that current play mayl leadifferent numbers of cooperators
tomorrow, depending on the outcome of the pairirigess. Specifically, we have:
V,=h+9V,
v, = z+§(h— 3+5(%\4+—§ \4]
: 1)
V, = z+§(h— 2+0V
V,=z+0\,
To see how we derive them, we discuss the firstltm&s. Consider the first line. If a
player is the initial deviator, then he is certgiphired to a cooperator, i.eg; =1 and
earns current payoff h. The current cooperator wliboseZ in the future. Thus, the
current deviator’'s continuation payoff &/,. Consider the second line. Since the player
chooses Z currently, he earasif he meets the other only player who chooZdsvith

probability 1) and earnsh if he meets a cooperator (with probability. This gives
3 3

expected current Uti|ityz+§(h—z). The continuation payoff depends on which one of

these pairs took place. If he met the other dewiato cooperator observéstoday, so

tomorrow there will still be two players who select Otherwise, both cooperators

26 Clearly, the agent selects Z as a deviation fromildgium when d = 1. In this case the agent is the
initial deviator. If d = 2, instead, the agent ns@ject Z simply because he observed Z in the pashaw
follows the sanctioning rule.
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observe Z today and tomorrow select Z as well. &mmanipulations of (1) give:
h@+9d), 2(1+9)

V=305 T emayar o)
v 2, d1rd)
3-0 (3-0)1-0) )

z

1
V,=z+=(h-2+0
3 3(h=2+0 —

z
V,=—
*1-0

Payoff from a deviation, when a player does not fldw the sanctioning rule.Suppose

d players have observed a deviation in the past,emedyone follows the social norm
except one of these players. This player defeota the sanctioning rule and cooperates.
Let \7d denote the expected lifetime utility at the st#rta period, before pairing takes

place, to the player that has observed a deviatitime past but selects Y currently, given

d. Using the vector of probabilitiep and the transition matriXA , where we denote

A, its d"row, we have:

N v, if d=1

l+p,(y-)+5AV  if d =2
Whend =1, this means that no deviation was observedaqusly but someone chooses
to deviate today. Therefore , = V,, since it is the first period in which a deviatien

observed. For the case =2 notice that onlyd -1 players choos& currently, the

remaining one choosing. Therefore we must use the mate .
In that case, we see thiat p, (y—1) is the expected current utility from meeting eithe

cooperator or not. Since the player cooperatesnvilgemeets a cooperator, he eayns

and otherwise he earis Again, the continuation payoff is O with probatyill- 5, and it

is AdV with probability 6. We useV and notV in the continuation payoff, since

everyone reverts to the sanctioning rule specligthe social norm, from tomorrow on.

As done for the case above, simple calculationsigee:
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- 2 1, .2
Vo= 1+ 2y =)+ 3V, +2 V)

PR 1, .2
V3—I+3(y |)+5(3v3+3v4) 3)

\/~4 =1+4dV,

A3 Requirements for individual optimality
In this section we check that the actions recommaénby the social norm are best
responses after any history of play. To do so wesicker two issues. First, we derive a
condition ensuring that choosi@gs not a best response on the equilibrium patboiss
we check that playiny instead ofZ, after having observed a deviation, is never ogitim
Suboptimality of a deviation, in equilibrium. We must check that deviating by
choosingZ is suboptimal, relative to cooperating. That is:

y
1-

52V

_h(3+5)+ 20(1+9)
T 3-8 (3-0)(1-9)

an inequality that is rearranged as:

6%(h-2)+5(2h-y-2)-3(h-y) =0
Let (o) define the expression on the RHS of the inequalittice that sinca >y >z
and 50(0,), then f(d)=0 for all 6=5" where ' 0(03) is the unique value ob that
solves f(3)=0. We haves” >0 since f (0)<0 and f (d)> 0. Also, §” <1 since f (6)> 0 for

6>0 and f (1) =2(y-2) >0. The parameterization of our experiment impkés 0.443.

Suboptimality of a deviation, off-equilibrium. Here, we check that if a player has

observedZ in the past, thery today is suboptimal. That is, since we have shitvat
choosingZ is never optimal, whem = ,lwe must find conditions such that, > Vv g

for all d>2. To do so, use (1), (2) and (3). Clearly, > v, since z=I. Now consider

the inequalityv, > Vv . - Rearranging:

Vs = l+§(y—|)+5§(\/3 ~V,)+0V,,

we have v, > Vv, ,if:

3=
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z+§(h— 2-[ |+§< I 5%(\4— V)

2(z-1)+(h-y)
h-z

= 0 <3x

since from (1) we have, -V, = %(h— 2. It is easy to see that for our parameterizatnis t

2z-N+(h-Y) _ g4

is satisfied by alb0(0,1) since -

Finally, considerv, > Vv , - This inequality is immediately rewritten as:

2 =

z+§<h— 2l +§<y—l)1 > 5§(v3 “Va)

§x z-1+2(h-vy)
h-z

=0<

which always holds for all parameters sinééw =34.

The intuition is simple. Cooperating instead of tenming after observing a defection

may be helpful to the player, since it delays thvead of the sanction. However, doing so

generates a current loss to the player since hes ear(instead ofh) if he meets a

cooperator, and (instead ofz) if he meets a deviator. Therefore, the player tnies
sufficiently impatient to prefer play of Z to Y—aldy, the smalled and y, the greater

the incentive to follow with the sanction. Our paederization insures that this incentive

exists for alls0(0,1).
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Appendix B

Table 5: Probit regression on individual choicedoperate — marginal effefts

Dependent variable: Private Anonymous Private Public All treatments All
1=cooperation Monitoring Public Monitoring Monitoring treatments,
O=defection Monitoring With (non- first
punishment  anonymous) periods
only
Treatment
dummies:
Anonymous Public -0.04566* -0.02924
Monitoring (0.02450) (0.07313)
Private Monitoring 0.99813*** 0.09188
With punishment (0.00010) (0.06737)
Public Monitoring 0.94668*** 0.11747*
(non-anonymous) (0.00951) (0.06082)
Cycle dummies: 0.03938 0.05750 0.08336*** -0.00304* 0.06190*** 03677
Cycle 2
(0.10412) (0.03787) (0.02618) (0.00179) (0.02336) (0.02852)
Cycle 3 0.07621 0.05045 0.11154** 0.02014** 0.0H3** 0.00613
(0.06949) (0.05102) (0.01972) (0.00188) (0.02688) (0.02911)
Cycle 4 0.13560*** 0.18856*** 0.14888** 0.12585**  0.17362*** 0.04925
(0.00770) (0.02515) (0.03042) (0.02706) (0.02205) (0.03559)
Cycle 5 -0.16040*+* 0.28969*** 0.13911** 0.13946* 0.21443** 0.08162**
(0.04322) (0.03196) (0.03295) (0.00420) (0.02114) (0.03126)
Duration of previous ~ 0.00133* 0.00272** 0.00249*+ 0.00413*** 0.00362* 0.00327**
cycle
(0.00076) (0.00015) (0.00033) (0.00058) (0.00082) (0.00073)
Reactive strategies:
Grim trigger -0.55054*** -0.26642** -0.38185** @m7527 -0.38854**
(0.01458) (0.07434) (0.10006) (0.05562) (0.04064)
Tit-for-tat with lag 1 0.08814** -0.04836** 0.05643* -0.06063 0.01797
(0.04303) (0.02415) (0.02986) (0.03933) (0.02747)
Tit-for-tat with lag 2 0.11608*** -0.09505** 0.0483* -0.14011*** -0.02680
(0.03620) (0.01776) (0.02692) (0.03122) (0.03870)
Tit-for-tat with lag 3 0.10324** -0.07310* 0.04044 -0.06265*+* -0.00994
(0.04237) (0.04174) (0.03453) (0.00683) (0.02686)
Tit-for-tat with lag 4 0.08009*** -0.05838 0.01518 -0.05327 -0.03325
(0.00524) (0.04672) (0.04463) (0.06054) (0.02879)
Tit-for-tat with lag 5 0.02974** -0.07094** 0.0143 -0.01770 -0.04448*
(0.01385) (0.00729) (0.03021) (0.04159) (0.02311)

(") Marginal effects are computed at the mean valuegressors. Robust standard errors for the marginal
effects are in parentheses computed with a clasterach session; * significant at 10%; ** signifitat
5%; *** significant at 1%. For a continuous variabthe marginal effect measures the change in the
likelihood to cooperate for an infinitesimal chargfehe independent variable. For a dummy varidinée
marginal effect measures the change in the likelihto cooperate for a discrete change of the dummy

variable.

First periods of each cycle are excluded with theeption of the last column. Individual fixed effeand
period fixed effects are included but not repoitethe table (individual dummies: s2-s30 s32-s37 S8l -
s60 s62-s97 s99-s159; period dummies: 3, 4, 5,, 8120, 21-30, >30). Arim trigger regressotas
value 1 inall periods following a defection and 0 otherwise efit-for-tat regressordhave value of 1 only

in oneperiod following a defection and 0 otherwise; wace response up to a five-period delay. Details on
strategy coding are in the text after Results #abaon of previous cycle was set to 20 for cycle 1.
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Dependent variable: Private Anonymous Private Public All treatments All
1=cooperation, Monitoring Public Monitoring Monitoring treatments,
O=defection Monitoring With (non- first
punishment  anonymous) periods
only
Global strategies:
Grim trigger -0.31089* -0.11638***
(0.13126) (0.00182)
Tit-for-tat with lag 1 0.22700*** 0.02296
(0.01652) (0.05930)
Tit-for-tat with lag 2 0.22948%* 0.02812
(0.06277) (0.04358)
Tit-for-tat with lag 3 0.24272%* 0.04799**
(0.01007) (0.02376)
Tit-for-tat with lag 4 0.17551%* 0.00537
(0.03108) (0.02106)
Tit-for-tat with lag 5 0.15494%* -0.03226
(0.01241) (0.05412)
Targeted strategies:
Grim trigger -0.36340***
(0.04707)
Tit-for-tat with lag 1 -0.04395**
(0.00521)
Tit-for-tat with lag 2 -0.05715***
(0.01385)
Tit-for-tat with lag 3 -0.01781
(0.03301)
Tit-for-tat with lag 4 -0.04346**
(0.00326)
Tit-for-tat with lag 5 -0.06268**
(0.01560)
Personal punishment
Requested (lag) -0.07641
(0.08505)
Requested (lag) 0.02845
x opponent (0.02884)
defected (lag)
Received (lag) 0.06715*
(0.03858)
Received (lag) -0.32918***
x subject defected (0.09712)
(lag)
Observations 3320 4880 4400 4280 16680 800
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(NOT FOR PUBLICATION)

Table 1A: Example of strategy coding

Reactive strategies| opponent Global strategies Targaertsfi);tsr:ctjegies
are based on (*) ar?g other are based on (**) | on () and on ()
Period| ID | choice gﬁgizgirj; pair OFS((T*E;HS

Grim | TFT | THT C?f*'f 1 Grim| T | T Grim | TFT | TAT

trig. | lagl| lag 2 trig. | lagl| lag 2 trig. |lagl| lag 2

1 7 0 1 0 0 0 1 0 0 0 16 0 0 0
2 7 1 0 0 0 0 0 0 0 0 18 0 0 0
3 7 1 1 1 1 0 1 1 1 0 9 0 0 0
4 7 1 0 1 0 1 0 1 0 1 16 0 0 0
5 7 0 1 1 1 0 1 1 1 0 16 1 1 0
6 7 1 1 1 0 1 1 1 0 1 18 1 1 0
7 7 1 1 1 0 0 0 1 0 0 18 1 0 1
8 7 1 1 1 0 0 0 1 1 0 9 0 0 0
9 7 1 1 1 0 0 1 1 0 1 9 0 0 0
10 7 1 1 1 0 0 0 1 0 0 18 1 0 0
11 7 1 1 1 0 0 1 1 1 0 9 0 0 0
12 7 1 1 1 0 0 1 1 0 1 18 1 0 0
13 7 1 0 1 0 0 0 1 0 0 16 1 0 1
14 7 1 1 1 1 0 0 1 1 0 18 1 0 0
15 7 1 1 1 0 1 0 1 0 1 9 0 0 0
16 7 0 0 1 0 0 0 1 0 0 16 1 1 0
17 7 0 0 1 1 0 0 1 0 0 16 1 0 1
18 7 0 1 1 0 1 1 1 0 0 16 1 0 0
19 7 1 1 1 0 0 1 1 0 0 9 0 0 0
20 7 1 1 1 0 0 1 1 0 0 18 1 0 0
21 7 1 1 1 0 0 1 1 0 0 18 1 0 0
22 7 1 0 1 0 0 0 1 0 0 16 1 0 0
23 7 0 0 1 1 0 0 1 1 0 16 1 1 0
24 7 1 1 1 0 1 0 1 0 1 18 1 0 0
25 7 0 1 1 0 0 0 1 0 0 9 0 0 0

Notes: (*) 1=cooperation, O=defection, (**) 1=3 pens cooperated, O=less than 3 persons cooperated;
TfT=tit-for-tat regressor. Experimental data froession 8, cycle 1, periods 1-25 (non-anonymousipubl

monitoring treatment)
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